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#### Abstract

$\overline{\text { Abstract - The Internet of Things (IoT) visualize seamlessly connecting the physical objects with the Internet. This in turn }}$ combines the physical world into the digital world. There are several mechanisms available that reduces the need for external human intervention for maintaining and configuring deployed. They must be scalable and efficient, since the number of deployed objects is expected to grow exponentially in the next few years. Resource discovery is a problem of finding useful devices and their services in order to accomplish a task, and it constitutes a major challenge for IoT. In this paper a survey on various service discovery mechanisms is performed and an MQTT protocol based IoT service search has been proposed. The proposed work uses a clustering and optimal distribution mechanism on the IoT services to find the optimal distribution value and return the services. Experimental results have shown significant improvement in service discovery time.
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## I. Introduction

The Internet of Things (IoT) concept is derived from the current set of existing devices on the market that have the ability to connect to the internet. As the numbers of such devices are growing every day, its diversity also increases [11]. In late 20th century, IoT received its first attention. The term was coined in 1998 and later defined as "The Internet of Things allows people and things to be connected Anytime, Anyplace, with Anything and Anyone, ideally using Any path/ network and Any service" [1].

IoT brings together the ever growing devices, also called smart objects, by connecting them in an Internet-like structure, allowing them to communicate and exchange information and to form new types of interaction among things and people [2].

IoT devices are provided with a microcontroller, a radio interface for communication, sensors and/or actuators. Consumer centric applications are created with services in various domains like intelligent home control (smart home), eHealth, intelligent transportation system, environmental monitoring etc. using these trends. [3]. All these application areas are being now aggregated into the concept of Smart Cities. IoT became more popular as it is supported with an advanced microcomputer and wireless connectivity technologies [4]. The importance of connecting devices and
objects is to serve as the backbone for ubiquitous computing, that enables smart environments to recognize and identify objects and retrieve information. A key technology in the realization of IoT systems is middleware, which is usually defined as a software system designed to be the intermediary between IoT devices and applications [7].

To understand the vision of Internet of Things, we need mechanisms for resource discovery and their services. Thus resource discovery is the fundamental requirement of any IoT platform [3].But the diverse nature of IoT devices, their capabilities \& properties, communication technologies add to the complexity of effective understanding of the IoT platforms. The data generated by the Internet of Things are valuable and have the potential to bring up innovative and novel applications. The data streams that are coming from these devices will challenge the traditional approaches to data management and contribute to the emerging paradigm of big data. Discovering and configuring the IoT devices and the associated data streams is the most challenging task before collecting and processing data from these devices (e.g. sensors) [1].

The proposed IoT service search system make use of Message Queue Telemetry Transport called MQTT protocol for transporting IoT services between two points.MQTT has a simple architecture with Quality of Service ( QoS ) functionality. There is an ideal clustering method used which
predefines the number of clusters and group the IoT services according to their weights. The optimal distribution mechanism sorts the clusters in such a way that the service having minimum optimal distribution value is first set to output. An internal buffer queuing system is maintained to guarantee that the services requested reaches the client.
The paper is organized as follows: section II explains a review on various existing mechanisms for service discovery. The next Section III describes the proposed work. Section IV shows experimental evaluation. Finally Section V concludes with future scope.

## II. Related Work

This section mentions some of the existing systems for service discovery in IoT and the technologies used in them. The authors of [1] described about a tool called SmartLink which is used to discover and configure sensor devices and their services. Despite of the heterogeneity of sensors, SmartLink is capable of discovering sensors positioned in a particular location. It has got a Context-Aware Dynamic Discovery of Things (CADDOT) model which consist of eight phases "detect, extract, identify, find, retrieve, register, reason, and configure".

Another is a scalable and self-configuring P2P based architecture which provides automated service discovery mechanism and requires no human intervention for configuring it [2].A term service discovery (SD) is defined by the constrained application protocol (CoAP) as the procedure that has been used by a client to learn about the endpoints exposed by a server. A client discovers a service by learning a Uniform Resource Identifier (URI) that reference to a resource that is in the namespace. The discovery of the resources offered by a CoAP endpoint is resource discovery. A Resource Directory (RD) is a network element containing the description of resources that are held on other servers which allows lookups to be performed for those resources. An appealing fact about the P2P network is that as the number of participating nodes increases, the overall system capacity increases as well.

Soumya Kanti Datta et al proposed a search engine based resource discovery framework [3]. It has a proxy layer that includes the drivers for protocols and communication technologies. A central registry stores the configurations of the resources and index them based on the configuration parameters. A "lifetime" attribute which denotes the period through which a resource is discoverable is introduced. The resulting resources of a discovery request are ranked by the search engine and it returns an URI to directly access each resource. The functionalities of the framework are accessed by the consumers using RESTful web services. The framework allows discovery of both smart and legacy devices.

Sabriansyah Rizqika Akbar et al proposed pervasive device and service discovery protocol at the application level by creating a protocol in the smart sensor device and the smart sensor gateway [4]. By implementing the protocol, the sensor network gateway was able to find each of the sensor network device and service descriptions and request the on- demand service to the smart sensor device. The protocol is implemented in two Arduino Uno integrated with XBee transceiver as the smart sensor device and the raspberry pi as the smart sensor gateway.

Pablo Calcina Ccori et al described various device discovery strategies [5].Therefore the focus is on the topology of the network of devices: centralized, decentralized and hierarchical. In centralized networks there are two agent types: one representing the central node that acts as a directory and a second representing all the other agents that represent the devices connected to the central node. In decentralized networks we have only one uniform agent type. Finally, in hierarchical networks there are two agent types: super nodes and standard nodes, which are located randomly in the network. Based on the evaluated criteria's, hierarchical topology has featured comparatively good balance when compared with centralized and decentralized ones.

The author [6] came up with a semantic based IoT device discovery and recommendation mechanism. Service Oriented Architecture (SOA) is applied. Broker based architecture is used to discover and recommend smart devices. Here web service discovery is defined as matching the available services with the customer's requirement service. A web service clustering based approach is used for the recommendation system.

A context-aware semantics based service discovery mechanism was proposed by Juan Li et al [7]."LOCA" - a decentralized LOcation-preserving Context-Aware that effectively locate services on the context requirements. A fully distributed peer to peer architecture is used. It also supports content and path locality.

Taking inspiration from the widely studied bio-inspired Response Threshold Model (RTM), a decentralized service discovery and selection model is proposed [8]. They take advantage of the coordination mechanisms of biological societies. RTM performs emergent selection of atomic services.

Takashi Ikebe et al. brought up the importance of discovering live data [10].A distributed search architecture has been proposed. Live data here are typically sensor data or statuses produced by resources and are dynamic. The live data is pushed to nearest live data buffer. A user sends query condition to the buffer through resource resolver and the query translator creates a query filter.

For the global resource discovery of devices and sensors across several scenarios, a homogeneous and suitable mechanism has been proposed [12]. A framework called"digcovery" is defined for discovery purpose. They maximize efficiency and sustainability of deployments. Allow users to register/include their own sensors into a common infrastructure, and access/discover the available resources and services through a mobile phone. This shows how to use the smartphone capabilities, in terms of identification, geo-location and context-awareness, to access and interact with the available resources that are surrounding us. The work is based on context awareness and geo location.

Zhiyuan Li et al propose a novel resource discovery mechanism in a 3-D Cartesian coordinate system[13].It enhances the search efficiency over the Social IoT.The mechanism is based on both of preference and movement pattern similarity to achieve higher search efficiency and to reduce the system overheads of SIoT. First, the preferences of the nodes are extracted from their profile table and resources, and also movement pattern from their trajectories using the AGglomerative NESting (AGNES) clustering method. Then, the cosine similarity of the preferences and movement pattern of the nodes is generated for building sub community in a $3-\mathrm{D}$ Cartesian coordinate system to improve the efficiency of resource discovery. By utilizing the similarity found among sub communities, virtual global communities are formed to improve the searching performance for the resources. Finally, a resource discovery algorithm is designed that can dynamically adjust the search radius to balance the performance and communication overhead.

Farzad Khodadadi et al. proposed a framework called Simurgh to define, discover and compose "things" and their corresponding services [14].Web API notation and API definition languages are used. They have a two phase discovery approach to find entities having certain properties, while having services that match a specific pattern of keywords and input types.

Table 1. IoT service discovery mechanisms

| S.No | Mechanism | Description |
| :---: | :--- | :--- |
| 1. | SmartLink tool | Discover and configure sensor devices <br> and their services in a particular <br> location. |
| 2. | P2P based <br> architecture | Automated service discovery with no <br> human intervention. |
| 3. | Search engine based | Resources of a discovery request are <br> ranked by the search engine. |
| 4. | Pervasive device and <br> service discovery <br> protocol | Sensor network gateway find each of the <br> sensor network device and service <br> descriptions and request the on- demand <br> service to the smart sensor device. |


| 5. | Device discovery <br> strategies | Central, hierarchical and decentralized. |
| :---: | :--- | :--- |
| 6. | Semantic based <br> Service Oriented <br> architecture | Broker based architecture is used to <br> discover and recommend smart devices. |
| 7. | Context-aware <br> semantics based <br> 8. | Bio-inspired <br> Response Threshold <br> Model <br> preserving Context-Aware that <br> effectively locate services on the context <br> requirements. |
| 9. | Distributed search <br> architecture | A decentralized service discovery and <br> selection model. |
| 10. | A framework called <br> "digcovery" | Discovering live data. <br> For the global resource discovery of <br> devices and sensors across several |
| 11. | Resource discovery <br> mechanism in a 3-D <br> Cartesian coordinate <br> system | Based on both of preference and <br> movement pattern similarity. |
| 12. | A framework called <br> Simurgh | To define, discover and compose <br> "things" and their corresponding <br> services. |
| 8 |  |  |

## III. METHODOLOGY

A distributed semantic based IoT service search system is proposed. It relies mainly on MQ Telemetry Transport (MQTT) protocol. The search system also embeds ideal clustering and optimal service distribution mechanisms in order to find the optimal distribution value for request and response. (Fig.1).


Figure 1. System Architecture
When a client(subscriber) sends an IoT service request(topics) to the broker,it informs the publisher about the topics subscribed.The publisher now encrypts the message requested using diffe-Hellman key exchange and responds with the encrypted message to the broker.The broker performs ideal clustering based on the message received and responded timing.Then optimal service distribution mechanism is carried out which sorts the clusters
making it clusters with optimal number of services and finds the optimal distribution value accordingly.The service request also undergoes clustering and optimisation.So there is a mapping between the service request and the corresponding service response.The encrypted published message enter into an internal buffer queue system. The published service response is received by the client(subscriber) and it decrypts the response with the shared secret key.

## A. MQTT Protocol

A machine-to-machine lightweight protocol called MQTT protocol is used. It is a publish/subscribe messaging protocol having a client/server model. Here IoT services are the clients and they connect to a server, called a broker. Every message is a discrete chunk of data that is opaque to the broker. Every message is published to an address, known as a topic. Clients may subscribe to multiple topics. Every client subscribed to a topic receives every message published to that topic.

MQTT permits the definition of quality of service (QoS).Three levels of QoS exists in MQTT:
QoS 1: "Atmost once" delivery. Messages are not acknowledged which makes this a "fire and forget" approach. QoS 2: "At least once" delivery. A subscriber may get the message more than once, but the receiver is allowed to acknowledge receipt.
QoS 3:"Only once" delivery. It involves four-stage handshake for delivery.

## B. Ideal clustering Technique

At the broker, ideal clustering groups service requests and service responses by calculating their weights from the request time and publish time. After finding out the weights, they are clustered according to a minimum cluster value that each cluster has (Here the number of clusters are predefined). The ideal clustering algorithm here is as follows:

Step 1: Create two array list Request [] and Response [] containing service request and service response respectively.
Step 2: Define number of clusters (Here it's four).
Step 3: Define $\mathrm{d}_{\text {min }}=\{0.0 \mathrm{~d}, 0.25 \mathrm{~d}, 0.75 \mathrm{~d}, 1.0 \mathrm{~d}\}$.
Step 4: Find the weights for each request and response in the array list by calculating the average of the cost.
Step 5: Compare the weights with the minimum cluster value for each cluster.
Step 6: Add the corresponding request and response to the respective cluster.
The pseudo code for ideal clustering is:

```
//requestGroups.entrySet().stream().flatMap(rq-
>rq.getValue().stream()).forEach(rq->{
    double prev=0.0d;
    for(int i=0;i<dMin.length;i++) {
```

if((rq.getCost()>1.0d?1.0d/rq.getCost():rq.getCost())>prev\& $\&(\mathrm{rq} . \mathrm{get} \operatorname{Cost}()>1.0 \mathrm{~d} ? 1.0 \mathrm{~d} / \mathrm{rq}$. get $\operatorname{Cost}(): \mathrm{rq} . \mathrm{get} \operatorname{Cost}())<=\mathrm{dMin}[$ i]) \{

```
            clusters.get(i).getRequestResponse().add(rq);
            }
            prev = dMin[i];
        }
});//
```

Table 2. Vertical clusters (4x4)

|  |  | C1 |  | C2 |  | C3 |  | C4 |
| :---: | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| 0.0 | Request | Response | Request | Response |  |  |  |  |
| 0.25 |  |  |  |  |  |  |  |  |
| 0.75 | Response | Request | Response | Request |  |  |  |  |
| 0.0 | Request | Response | Request | Response |  |  |  |  |
| 1.0 |  |  |  |  |  |  |  |  |
|  |  | Response | Request | Response |  |  |  |  |
|  |  |  |  |  |  |  |  |  |

## C. Optimal Service Distribution

Optimal service distribution finds the optimal distribution value for each service request and service response. First ideal clustering is performed. Then we find the optimal number of services and optimal average number of services to be arranged in a cluster.

Then optimal services distribution is calculated as follows: First we define the terms,

Ns-The number of services distributed over a group of clusters K.
$\mathbf{n}_{\mathbf{c}}$-Number of clusters
The average number of services per cluster,

$$
\mathrm{m}_{\mathrm{s}}=\mathrm{N}_{\mathrm{s}} / \mathrm{n}_{\mathrm{c}}
$$

The average number of visited cluster per request, $\beta$ is 1 when a service is matching the request and 0 when there is no service matching the request.

Next the average matching cost per request R is,

$$
\mathrm{M}_{\mathrm{r}}=\mathrm{n}_{\mathrm{c}}+\beta \times \mathrm{m}_{\mathrm{s}}
$$

The minimal average matching cost per request,

$$
\mathrm{M}_{\mathrm{rmin}}=2 \times \sqrt{\beta \times N s}
$$

The optimal number of clusters,

$$
\mathrm{n}_{\mathrm{cop}} \approx \sqrt{ }(\beta \mathrm{i} \times \mathrm{Ns})
$$

The optimal average number of services per cluster,

$$
\mathrm{m}_{\mathrm{sop}} \approx \sqrt{ }(\mathrm{Ns} / \beta)
$$

Finally the optimal average number of services per cluster is calculated and the optimal distribution value can be obtained for each service in the cluster.

## D. Internal buffer queueing

An internal buffer queuing is performed to queue up the services requested by a client. There are three internal buffer queues namely low buffer queue, medium buffer queue and high buffer queue. The broker queues the encrypted message (service) into the low buffer queue. Then as several services gets queued up, the one in the low buffer queue is dequeued and enqueued into the medium buffer queue and then to the high buffer queue. The process continues repeatedly. Finally the requested services available in high buffer queue are dequeued and send to the subscriber. Then from the following medium and low buffer queues are dequeued.

## IV. Experimental Evaluation

A simulation of the broker system proposed is done in Java web application. Both the ideal clustering and cluster optimization mechanism was performed. Thus we can evaluate the proposed work according to the results obtained.

The input dataset involves services such as the following:

Here the service type indicates both the service request and service response. The message ID indicates it's a request or response. The QoS type indicates how the services are received by the subscriber. The percentage of optimal distribution shows the value. It also indicates the services that are delivered first to the client.

The jitter analysis graph shows the publishreceive and request time. The request time is always small and is considered zero. The publishreceive time is the differences between the requests receive time and the responses publish time. Each points indicates the publish to receive time for each service/message requested. The values grow for each request-response service.

The inputs to jitter analysis graph are: request time, publish time and receive time. From that we calculate the publishreceive time.

Table 4. Jitter graph dataset

| Publish Time(ms) | Receive Time(ms) | Publishreceive Time(ms) |
| :--- | :--- | :--- |
| 1000 | 1500 | 500 |
| 1200 | 1650 | 450 |
| 1350 | 1900 | 550 |
| 2000 | 2400 | 400 |

Table 3. Input Dataset

| Topic Name | Filename | Type |
| :--- | :--- | :--- |
| Photos | image1 | .jpeg |
| Photos | image2 | . png |
| Songs | audioclip1 | . $\mathrm{mp3}$ |
| Songs | audioclip2 | . .wav |
| Movie | videoclip1 | . mp 4 |
| Movie | videoclip2 | .avi |
| Project | doc1 | . pdf |
| Project | doc2 | . ppt |
| Project | doc3 | . docx |

On applying the clustering and optimization of clusters, the results show the optimal service distribution value.

| $\nabla$ | Results |  | - |
| :---: | :---: | :---: | :---: |
| Service Type | Message ID | QOS | Optimal Distribution |
| ServiceRequest ->0 | 2.943495392429601 | 2 | 33.93762941554911\% |
| ServiceRequest $->0$ | 1.4717476987196163 | 2 | 67.80423771939029\% |
| ServiceRequest -> 0 | 0.7358738515384237 | 2 | 135.3252809426217\% |
| ServiceRequest -> 0 | 0.5886990818555763 | 2 | 168.980158549643\% |
| ServiceRequest -> 0 | 0.490582568756117 | 2 | 202.56490033771968\% |
| ServiceRequest -> 0 | 0.42049934507453296 |  | 236.0797253481803\% |
| ServiceRequest -> 0 | 0.3679369273221966 | 2 | 269.524851661349\% |
| ServiceRequest $\rightarrow$ > 0 | 1.0 | 0 | 99.69231233234233\% |
| ServiceRequest -> 0 | 1.0 | 0 | 99.69231233234233\% |
| ServiceRequest $\rightarrow$ > 0 | 0.981165134303936 | 2 | 101.60004760086878\% |

Figure 2. Clustering result


Figure 3. Jitter analysis graph


The time complexity graph depicts the publish and receive time. The difference between the current time and response time gives the publish time and the difference between the current time and request time gives the receive time.

## V. CONCLUSION AND FUTURE SCOPE

The way that people interact with the world has changed. Senses have been extended with the new generation of technologies, devices and networks. The Internet of Things makes the transition from interconnecting computers to interconnecting things, describing a connected world of smart objects. The increasing number and diversity of the devices requires considerable efforts to make the communication possible. Because of this, one of the biggest challenges in the IoT era is discovering and establishing interactions with nearby objects and services. Therefore resource discovery is of very importance which includes both device discovery and service discovery. Service discovery can be performed using several mechanisms. Different mechanisms and protocols used for service discovery have been mentioned. A new semantic based IoT service discovery system that uses a MQTT protocol has been proposed. The MQTT protocol has by default QoS levels which makes it efficient to use with IoT.In addition to that there is an internal buffer queue maintained to make sure the services requested are never lost The result and the jitter analysis graph was analyzed and found better performance. For future work, we can extend the system to support semantic reasoning which results in more precise matching of request with response.
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