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Abstract— Over the last few years, the generation of computerized information has increased exponentially. Most people use
digital media to share news and their views on a topic. To analyze this outsized web information, new analytical techniques are
required which automatically portrays the data open on the Web. Most of us are more comfortable in expressing our viewpoints
and outlooks in Mother tongue. Sentiments of the social users on various topics expressed in their own mother tongue leads to
the necessity of mining the sentiments in various dialects. In fact, some data do not have an effect on the classification result
even removing them and some carries similar meanings, therefore a pre-processing phase has to accomplish and thus the
dataset can be more precise. In this paper, the authors are focusing on pre-processing the words given by the user through their
reviews in the social networking sites expressed in Malayalam language. The authors calculated the reduction in word count
after performing the preprocessing processes and the experiments shows that more than 20% of word count reduction occurred.
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l. INTRODUCTION

Since English is a universal language, many research works
in Opinion mining is mostly done in English dialect. Most of
the social users are more comfort in expressing our views
and opinions in their own local dialect. In India, 30 official
local languages are there and a great many individuals
convey viably in their local dialect hence creating huge
amount of information. These information can well be routed
to extract many valuable patterns like the customers’ buying
pattern, product feedback, and so on at a regional level. The
aforementioned work is lagging in these local dialects.
Standpoints of the social users on diverse topics
communicated in their own mother tongue leads to the
necessity of mining the sentiments in various dialects. More
than 35 million people spreading along the regions of Kerala,
Pondicherry and Lakshadweep are using this Malayalam.
The article is framed as follows. The subsequent section
explains the works related to the study followed by the
section which explains the various methodologies used to
implement the work. The implementation section portrayed
the framework of the proposed work and in the Results and
Discussion section the results are analyzed which is followed
by the Conclusion section which concludes the work.
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1. RELATED WORK

Various works done in Indian dialects are - Kannada
Morphology Analyzer is brought in by Shambhavi et.al in
2001 [1]. A Stemmer for Hindi was proposed by
Ramanathan et al. [2]. Sentiment analysis on Punjabi News
Articles using Support Vector Machine is done by
Gagandeep Kaur in [3].

A stemmer for Bengali language is introduced by Khan et al.
in [4]. An Urdu stemmer was proposed by QuratUIAin et al.
in [5]. In 2013, Dutta, P. K., introduced an online POS
tagging method for Assamese [6]. In 2014, Kasthuri, M., &
Kumar, S. developed a rule based stemmer for Tamil
language[7]. So many works have been proposed for
Sentiment Analysis in Universal Languages like English,
although it is comparatively less for Malayalam. Prajitha, U
et.al in the year 2013 introduced a light weight Malayalam
stemmer called LALITHA [8] and Pragisha et.al developed a
stemmer called STHREE [9]. Jisha P Jayan et.al in the year
2013 demonstrates that TnT and rule based suit combination
is better for Malayalam [10]. In the year 2014, Deepu S Nair
in his paper, proposed a rule based approach for sentiment
analysis from Malayalam movie reviews [11]. Manju K, et
al stated that they face a lot of difficulties while dealing with
Malayalam because of the inflectional and morphological
variations of the language [12]. Renjith S R, Sony P in their
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paper, used page ranking method for ranking the sentences in
the document [13].

I11.  ROLE OF PREPROCESSING IN OPINION MINING

Opinion Mining intends to computationally recognize and
extricate subjective data in the content. The polarity of the
text can be either positive or neutral or negative. This process
is extremely useful in social media monitoring to ascertain
mood as happy/ angry/ sad/ excited. The pre-processing phase
of the sentiment analysis process reduces the size of
opinionated text and thereby enhances performance. This step
is required to speed up the process while dealing with the
large corpora. The pre-processing phase may consist of
Tokenization, POS Tagging, Stopword Removal, Stemming
and Lemmatization. Even though these normalization
processes may introduce noise, it is often done to reduce the
size of the corpora and thereby to simplify the analysis.

IV. DATASET

The user comments from various Malayalam online news
websites like www.deepika.com, www.mathrubhumi.com,
www.manoramaonline.com etc related to the News Title
“MoMd Mo al0laooal epayl  &ysyenm
BRI S NGB ......” are collected for the

experimentation using beautiful soup method. The dataset
contains comments in English language also. The various
pre-processing phases are required to clean the dataset before
proceeding to sentiment analysis. A sample of reviews
collected is shown in the figure 1.
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V. IMPLEMENTATION

The preprocessing phase is primarily dictated by the
objective of the problem. This phase in the sentiment
analysis process reduces the size of opinionated text and
thereby augments performance. This step is required to pace
up the process while dealing with the large corpora which
considerably reduces the size of the corpora. The overview of
the preprocessing steps is shown in figure 2. The various
preprocessing process in the case of text/opinion analytics
consists of

i) Bilingual dataset to Unilingual Dataset,

ii) POS Tagging,

iii) Stopwords Removal

iv) Stemming
i) Bilingual dataset to Unilingual Dataset

Some users are comfortable in both the English and
Malayalam languages. They used to use a mix of linguistic
words while expressing their opinion. The user reviews that
we collected contain words of both Malayalam and English.
So the first step is to make all the reviews into a single
language, here Malayalam. Using Google translate package
in the Python, we converted the bilingual dataset into
unilingual dataset.

ii) POS Tagging

This method spot out a term in the review as relating to a
specific grammatical form, based on definition and the
context [6]. It identifies the category of the word. Tagging is
based on the relationship of the word with adjacent and
related words in a phrase or sentence by considering its
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Figure 1: Sample Reviews in the Dataset
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context. Parts Of Speech (POS) labeling for Malayalam
writings can be prepared either using Bureau of Indian
Standards tagset (BIS) or International Institute of
Information Technology Hyderabad tagset. The utmost
benefit is its pace, when managing with big corpora. In this
article, user reviews are tagged using BIS tagset which is
shown in figure 3. Sample of the tagged review file is shown
in the figure 4

iii) Stopwords Removal
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stopwords list which is already manually created and that
stopword is compared with the tokens of the review
document using sequential search technique. If it matches,
the token in the array is removed, and the comparison is

u 3 POS Tagging
‘:::: 1.; Malayalam Malayalam Malayalam
Rewview > Stopword
Corpora/Single Ramowal
Document
Users Stemming
Online on
Data Malayalam
Sources Reduced
Feature Set
Figure 2: Framework of the Pre-processing phases
;S\.,l(') Category Label Annotation
[ ) [Sub (level [Subtype (level | . .
[ropLevel [pyPpedevel fbapedenel | Stopwords are frequently occurring words in a natural
1 Noun N N H H : H H
T Common NN N NN language which are consu_jered as unimportant in certain
12| “[Proper 1 NNP_|N_NNP Natural Language Processing applications like Clustering,
|ECH I : e Text Summarization, Information Retrieval, etc. The removal
21| [Personal I PRP__|PR_PRP of stop words could be an important step as its elimination
2.2 Reflexi PRF |PR_PRF H H H
= TRedantver , PRL PR PRL reduces the feature space, thus helps in reducing time and
24| [Reciprocal | [PRC__[PR_PRC space complexity. A dictionary based approach is been
2.5 Wh-word PRQ PR _PROQ il H
e T - o utilized to remove stopwords from the review document. A
3.1 | [Deictic [ [DMD_|[DM_DMD generic  stop-word list containing approximately 75
3.2 Relative DMR DM _DMR H . . -
22 Whaword ; DMO DM DMO Malayalam stopwords is created in-house. The list is shown
4 Werb , [ VW™ in figure 5. A single stop word is read from the Malayalam
i ™ B - - -
o — e oM VE continued il the length of array and removes that particular
412 NonFinite  VNF_[V_VM_VNF stopword completely from the array. The process iterates
2 —— fofioie MM until all the stopwords are compared. The Review tokens
13 | [Auxiliary [ VAUX [V_VAUX devoid of stopwords are thus left out in the array and are
5 Adjective i i
— i RS stored back into the corpora.
7 [Postposition | [ PSP
R ‘Coninnction | ‘e alp!

Figure 3: BIS Tagset
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Figure 4: Sample of the reviews after POS tagging

iv)  Stemming

This process expels the affixes from inflections and to restore
the root form [7]. Applying stemming process during
preprocessing is used to reduce words to their basic form and
to get good TF-IDF (Term frequency -Inverse Document
Frequency) score[9]. Even in a single sentence, same word
exists in different forms. Many emphases are feasible for
each Malayalam word as it is agglutinative. Stemming
process groups all terms that are derived from a similar stem
(ex: M@, MQy@mI6M, M@ from the stem Mey) [14]
and this grouping will increase the occurrence of this stem
because frequencies are calculated using the stemmed words
not by the actual words. The stemmer uses the algorithm
that, upon giving a word as the input, gives the base word as
the output. To facilitate and automate the process of
matching morphological term variants, the Indicstemmer is
used to extract stems of the words in the given review
document. This application uses a rule based approach. The
stemmer utilizes a set of suffix stripping rules. It follows
iterative suffix stripping to handle multiple levels of
inflection. The framework is written from the scratch using
python language.

The rules for handling the Malayalam language inflections
like (ad@]WIa0®H, MocILH, ©OCRU I,

(GO |, Mo s, GRWID 1,
Mo GenIDWM, plurals, verbs, numbers
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Figure 5: Sample of Malayalam Stopwords
etc are defined in the rule set. The sample output of review
document after stemming is shown in the figure 6.
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Figure 6: Sample output after Stemming
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V1. RESULTS AND DISCUSSION

The table 1 represents the number of reduction in the word
count after the pre-processing process done on the dataset.
The pre-processing process consists of tokenization, POS
tagging, Word Inflection and Stemming and Stopwords
removal process. The figure 7 shows that 27% of word count
reduction occurred for the document 3 and for the documents
4 and 5, 25% and 22% respectively. It is obvious that the pre-
processing steps done on the Malayalam review documents
considerably reduced the no: of words to be considered and
thus the time required for the sentiment analysis in the large
corpus.

Table 1: Number of words after each pre-processing phases

Malayala | Total No: No: of No: of words
m Review | of Words in | words after after
Document | the Stemming Stopword
# Document Removal
1 424 384 361
2 552 465 443
3 657 509 479
4 512 411 383
5 479 408 375
700
m Total No: of Words
600 inthe Document
M No: of words after
500 Stemming
No:of words after
400 Stopword Removal
300 =
200 —
100 - =
0 -
1 2 3 i 5

Figure 7: Reduction in word count after preprocessing phases
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VI1l. CONCLUSION

This work demonstrates various pre-processing phases done
on the words given by the user through their reviews in
Malayalam language. It is obvious that the pre-processing
steps done on the Malayalam review documents considerably
reduced the no: of words to be considered and thus the time
required for the sentiment analysis in the large corpus. A
number of different technical approaches can be taken to
calculate the accuracy of each phase which can be consider as
a future work
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