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Abstract— Much attention in recent years has been attracted by the process exploring useful information from a large amount 

of textual data produced by microblogging services such as Twitter. A very important preprocessing step is to convert natural 

language texts of microblog text mining into proper numerical representations.  The short-length characteristics of microblog 

texts result in using the term frequency vectors to represent microblog texts and it will cause ―sparse data‖ problem. Finding 

proper representations for microblog texts is a challenging issue.In the previous paper, they applied deep networks so that they 

can map the high-dimensional representations to low-dimensional representations.The retweet and hashtags have been used as 

the semantic similarity. They used two types of approaches which includes modifying the training data and modifying the 

training objective. They have also shown that deep models perform better than traditional methods such as latent Dirichlet 

allocation topic model and latent semantic analysis. 
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I.  INTRODUCTION  

In the last few years, microblogging services such 

as Twitter has gained great popularity among the Internet 

users. The high volume of textual data produced by the 

microblogging services is very attractive to the researchers in 

the text mining field. Transforming natural language texts 

into numerical vectors is an important preprocessing step for 

many text mining tasks, such as cluster analysis and 

sentiment classification. The most widely adopted model for 

text representation is vector space model [1], where each 

document in a corpus is represented by a vector with each 

dimension corresponding to a separate term and the elements 

denoting the frequencies of the terms. An important issue 

that needs to be dealt with carefully when using term 

frequency vectors to represent texts is the ―sparse data‖ 

problem.      

Exploring potentially useful information from the 

huge amount of textual data produced by microblogging has 

gained much attention. Transforming natural language texts 

into numerical vectors. We apply deep networks to map the 

high-dimensional representations of microbiology. Creating 

proper low-dimensional feature space for microblog texts 

and also investigate how to utilize the expansion approach to 

learn better features. For the classification of documents, 

given the document training data, the most well-known 

approaches start by assessing the words' co-occurrence 

matrix versus documents. Dimensionality reduction means 

converting high dimensional representation to low 

dimensional representation. Also, it is the process of 

reducing random variables by obtaining variables that are 

known as principal variables. Latent Semantic Analysis is 

related to analyzing the relationship between term and 

document by obtaining the set of related 

concepts.Researchers have proposed many approaches to 

enhance the representations of short text, such as expanding 

the original short document by adding semantically related 

terms [2], [3], or mapping a high-dimensional term frequency 

vector to a low-dimensional feature vector via latent 

semantic analysis (LSA) [4]. There are a few approaches 

specifically proposed for dimensionality reduction of tweets. 

Instead, low dimensional representations of tweets are 

usually obtained as the by-products of topic modeling [5], 

[6], [7]. 

For the classification of documents when the 

document training data is given the most well-known 

approach is to start assessing the words that are co-

occurrence matrix versus documents. It is understood that in 

any case, the count matrices have a very high tendency to be 

noisy and sparse especially when training data is moderately 

small[13]. Usually, the documents are presented in a high 

dimensional feature space, this is long way best for 

algorithms that are used for classification. A known 

methodology to reduce dimensionality is the feature 

selection. In this one has to choose a subset of words using 

some pre-defined paradigm and as features, it is able to use 

only the words that are chosen for classification. In the 

information retrieval, other similar strategies are Latent 
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Semantic Indexing (LSI) and Probabilistic LSI, LDA.  There 

is a methodology so that any one can  minimize the feature 

dimensionality by collecting 'similar' words into a much 

smaller number of groups and then use these groups as 

features[14]. 

Rest of the paper is organized as follows, Section I 

contains the introduction of microblog dimensionality 

reduction and some basic techniques used in the procedure. 

Section II contain the related work of how microblog 

dimensionality reduction is done in different papers using 

different techniques and also the description of techniques 

are also mentioned which were used in them. Section III 

contain some limitiation from the techniques present so that 

to implement technique which can overcome this limitations. 

Section IV contain the results and discussion followed by 

future scope in section V.  

 

II. RELATED WORK  

 

2.1 Mapping Messages 

   Tweets and retweets of a user’s followers appear 

alongside the user’s own tweets in reverse chronological 

order. People often have only enough patience to skim 

through the first 20 - 50 messages. When the messages 

become overwhelming, it is impractical for a user to quickly 

gauge the main subjects from their followers’ posts. To make 

a large collection of  messages which can be accessed by the 

users the  web systems should  provide not only accurate 

clusters for subtopics in messages but also meaningful labels 

for each cluster[2]. Enhancing the accessibility of 

microblogging messages entails two tasks: (a) cluster 

microblogging messages into manageable categories, and (b) 

assign readable and meaningful labels for each cluster of 

messages. Unlike standard text with many sentences or 

paragraphs, microblogging messages are noisy and short[4]. 

In addition, microbloggers, when composing a message, may 

use or coin new abbreviations or acronyms that are 

uncommon in conventional text documents.[5] Furthermore, 

these short messages do not provide enough information so 

that they can capture the semantic meanings.  

2.2 Traditional text mining 

Traditional or General text mining methods when 

applied to messages  from microblog lead to unsatisfactory 

results. In this paper they presented a  framework to enhance 

the accessibility of microblogging message. The proposed 

framework by them helps in improving the message 

representation by mapping the messages from an feature 

space which is unstructured to a semantically meaningful 

knowledge space[8]. First, in order to reduce the noise yet 

keep the key information as expressed in each message, we 

propose to use natural language processing (NLP) techniques 

to analyze the message and extract informative words and 

phrases.To overcome the probem that is happened because of 

sparsity of  messages they  map the  terms to concepts that 

are structured and derived from external knowledge bases 

that are semantically rich[9]. Because of conducting feature 

selection to refine the feature space they were able to cluster 

all message accurately and generate humanly understandable 

labels efficiently from the related concept.  

2.3  Data Sparseness     

Most of the recent related work concentrates on the 

elimination of the problem of data sparseness. One  solution 

to solve this is to increase the short text with additional 

information to make it like a large document of text. Then 

the  algorithms for clustering or classification can be applied 

easily to it. As discussed in [11], their main focus is on 

combining short text messages with web search engines such 

as Bing, Google to extract more information about the short 

text. In [12] they said that if two hashtags co-occur in a 

tweet, then they are similar. With co-occurrence frequency as 

a distance measure, they created a clustered graph. The other 

works on clustering text -related entities typically focus on a 

bag –of - words(BOW). BOW model takes all the words of 

entity followed by reduction of dimensionality. It makes 

clustering computationally feasible as in [15,16].  

One of the biggest data sources is Wikipedia. Short 

text messages can be strengthened with additional semantic 

knowledge by combining knowledge accessible within the 

Wikipedia For the classification of documents, given the 

document training data, the most well-known approaches 

start by assessing the words co-occurrence matrix versus 

documents. It is  understood that in any case such count 

matrices have the tendency to be excessively noisy and 

sparse  particularly when training data is moderately small. 

Usually the documents are depicted in a feature space that is 

high dimensional which is the long way from optimal for 

algorithms of classification.  

2.4 Feature Dimensionality 

A standard and basic methodology to reduce the 

dimensionality of features is feature selection. In this 

methodology one can choose a subset of words using some 

pre-defined paradigm as features, it uses only the chosen 

words for classification. In the task of information retrieval, 

other similar strategies for dimensionality reduction are  

Latent Semantic Indexing (LSI) and Probabilistic LSI. An 

alternative methodology is to minimize the feature 

dimensionality by gathering 'similar' words into a much 

smaller number of word groups and utilize these groups as 

features. 

2.5 Probabilistic Topic Models 

To capture semantic similarity among words from 

the message they derived a  model of documents which 

learns word representations which is probabilistic. This 

component does not require labeled data and shares its 

foundation with probabilistic topic models such as LDA. The 

sentiment component of their model use sentiment 

annotations such that the words expressing a similar 

sentiment to have similar representations. It can efficiently 

learn parameters for the joint objective function using 
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alternating maximization. The model which is presented does 

not capture information from the sentiments from the 

message.By applying the algorithm to documents will 

produce representations, where which are occurring together 

in documents, will be given similar representations. This 

approach which is unsupervised has no way of capturing 

which words are predictive of sentiment.[17][18] Much 

previous work in natural language processing achieves better 

representations by learning from multiple tasks. Following 

this theme, they introduced a second task to use labeled 

documents so that improve their model’s word 

representation. 

2.6 Hierarchical Dirichlet process (HDP) 

 Each and every group of data being modeled with a 

mixture with the number of components which are open-

ended and they are inferred automatically by the model. Then 

the components can be shared across various groups and 

allow the dependencies across groups to be modeled 

effectively as well as conferring generalization to new 

groups. Such clustering problems occur in practice, e.g. in 

the problem of topic discovery in document corpora. They 

reported experimental results on three text corpora showing 

the effective and superior performance of the HDP over 

previous models.  They considered the application which has 

hierarchical Bayesian ideas to a problem in ―multi-task 

learning‖ where the ―tasks‖ are clustering problems, and 

their goal is to share clusters among multiple clustering 

problems that are related. They were motivated by the task of 

discovering topics in document corpora [19]. A topic (i.e., a 

cluster) is a distribution across words while documents are 

viewed as distributions across topics.They wanted to 

discover various topics which are common across various 

multiple documents in the same corpus and also as across 

multiple corpora. Their work is based on a tool which is from 

nonparametric Bayesian analysis also called  (DP) mixture 

model [20].  

III. LIMITATION 

To address the sentiment classification problem with 

a small number of labeled reviews.  We studied the problem 

of finding bursty topics from the text streams on microblogs. 

Another limitation of the current method is that the number 

of topics is predetermined that is separate topics for positive 

words and a separate one for negative words links. And more 

types of meta-information contained in tweets, such as 

emoticons and the embedded hyperlinks, will be explored. 

IV. RESULTS AND CONCLUSION 

In this, they  investigated how to apply deep 

networks to perform dimensionality reduction on microblog 

texts. A priori knowledge about semantic similarity which is 

derived from retweet relationships and hashtags was 

explored to train the deep networks. Two types of approaches 

are there namely modifying the training data and modifying 

the objective of fine-tuning, were proposed to utilize such 

prior knowledge. Experiment results validated that deep 

models can learn better representations than LSA and LDA, 

and the use of microblog-specific information can further 

improve the performance of deep models.  The evaluation 

results also demonstrate that the proposed modifications of 

training data can help to learn better representations. Later, 

they give some detailed explanations to the evaluation 

results. 

In this, they have proposed Real-Time Big data 

analytical Architecture for emotion extraction from social 

networks tweets. The proposed architecture by them was 

capable of efficiently processing and analyzing real-time and 

offline data and classification of tweets in positive and 

negative .They used the big data technologies to classify text 

in a distributed manner and can decrease the execution time. 

LMClassifier, OpenNLPClassifer andNaiveBayesclassifer 

these classifiers were used with MapReduce approach for 

reducing execution time for a large amount of text data. If 

they used NaiveBayesclassifer then they  achieve the highest 

accuracy with less execution time because in normal 

Naivebayesapprocah it took more time to execute than 

OpenNLPClassifer andLMClassifer.They used MapReduce 

with all three classifiers to reduce the execution time. Text 

data can arrive with high velocity, veracity, Volume, variety 

so in these conditions, they used MapReduce approach 

because it handles all these scenarios in execution. Execution 

time is decreasing when size is increasing in MapReduce 

approach. In conventional use of classifiers execution time 

increases with an increment of the size of dataset. So 

applying classification techniques in distributed environment 

provides better execution time. 

In the first Map-Reduce pass, the mapper takes the 

labeled tweets from the training data and outputs category 

and word as a key-value pair. The Reducer then sums up all 

instances of the words for each category and outputs 

category and word-count pair as a key value. The Map-

Reduce then deals with the making of  model for the 

classifier. The next Map-Reduce pass does the classification 

by calculating the conditional probability of each word (i.e. 

feature) and outputs category and the conditional probability 

of each word as a key-value pair. Then final reducer 

calculates the final probability of each category to which the 

tweet may belong to and outputs the predicted category and 

its probability value as key-value pair  The final step after 

preprocessing of tweets is that they label the tweets based on 

categories namely politics, sports, and technology. 

  In this,they proposed a  semi-supervised learning 

called Active Deep Networks algorithm (ADN)  to solve the 

sentiment classification problem with a very few number of 

labeled data. ADN can choose the proper training data to be 

labeled manually and also it fully exploits the embedding 

information from a large amount of unlabeled data to 

improve the robustness of the classifier. They proposed a 

new architecture to guide the output vector of samples 

belong to different regions of new Euclidean space and use 
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an exponential loss function to maximize the separability of 

labeled data in global refinement for better discriminability. 

The ADN can make a right decision about which training 

data should be labeled based on the data which is not labeled 

and labeled data. By using the both supervised and 

unsupervised learning , ADN is able to choose the  training 

data to be labeled and train the architecture at the same time.  

The deep architecture is then re-trained using the 

labeled data and all the data which is not labeled. They also 

conduct experiments to verify that ADN method is effective  

with the various number of labeled data, and also 

demonstrated  that ADN is able to reach very competitive 

performance for classification just by using few labeled data. 

These shows that the  ADN  method which  needs only a 

fewer manual labeled reviews so that it can  reach a higher 

accuracy also can be used to train a high-performance 

sentiment classification system. 

 

V. FUTURE SCOPE  

This is one of the directions studies in the future. 

Another limitation of the current method is that the number 

of topics is predetermined. We  planned to look into methods 

that allow the  appearance and disappearance of topics along 

with the timeline. There are also other properties, such as 

mass data, real-time updates, and so on which makes the 

detection method can not be applied to microblog topic 

detection. But, on the other hand, the microblog structure 

gives us a new idea to improve the performance of the 

microblog topic detection. The best of these structural 

properties, and propose an effective microblog topic 

detection method which aims at the above three properties. In 

future studies, to optimize the learning of representations 

towards specific microblog mining tasks, such as sentiment 

classification. And more types of meta-information contained 

in tweets, such as emoticons and the embedded hyperlinks, 

will be explored. 
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