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Abstract- Cloud computing is becoming need of the hour for providing resources at pay per use to users. Data migration is the 

mechanism of transferring data to cloud where it is stored in virtual environment. It is key consideration behind the active data 

migration process where users storage is preserved. Up gradation or consolidation is accomplished within cloud using the 

application of data migration.  During migration process, parameters are required to be validated. These parameters involve 

downtime and migration time. As the migration is finished, organization validates the transfer process statistically.  The 

accuracy of data migration process is also questioned by the organization. in case accuracy is low migration is rejected. Data 

and pre-processing and cleaning facilities improve data quality via removal of unnecessary or repeated data. This paper 

presents the distinct data migration techniques within cloud used to transfer Users data to data centers for effectively storing 

and servicing the user. Techniques presented are compared comprehensively for future enhancements.  
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I. INTRODUCTION 

Cloud computing in modern era provides way of using 

resources without their physical presence at source. The 

service provided by the cloud is at the front end of 

computing and internet is at back end. In other words 

internet is heart and soul of cloud computing. [1]Cloud 

computing provide mechanism for the users to perform 

operations that required heavy resources not possessed by 

them at pay per use basis. With the rapid development of 

hardware and software cloud computing brings the 

revolution in the business industry. It provides resources like 

computational power, storage, computation platform ad 

applications to user on demand through internet. Some of the 

cloud providers are Amazon, IBM, Google, Sales force, 

Microsoft etc. [2]Cloud computing features included 

resource sharing, multi-tenancy, remote data storage etc. but 

it challenges the security system to secure, protect and 

process the data which is the property of the individual, 

enterprises and governments. Even though, there is no 

requirement of knowledge or expertise to control the 

infrastructure of clouds; it is abstract to the user. It is a 

service of an Internet with high scalability, quality of service, 

higher throughput and high computing power. [3]Cloud 

computing providers deploy common online business 

applications which are accessed from servers through web 

browser. Data security is the biggest issue in cloud 

computing and it is not easy to resolve it. In our review paper 

we will review the different ways to manage the 

confidentiality of the data. Before discussing migration 

mechanisms we discuss services provided by cloud along 

with types of cloud.  

1.1 Cloud Services  

[4] There exist legion of services associated with cloud. 

These services are as described below 

 IaaS 

[5]Infrastructure as services is critical services provided 

through cloud. virtualised computing resources are provided 

by the application of IaaS. Internet is key element with 

which IaaS is accessed. Cast is encountered on the basis of 

usage.  

 PaaS 

[6]Platform as a service is another cloud service that enhance 

the organizational applications. Large number of applications 

exits that are supposed to execute over the distinct machines. 

All the applications has distinct requirements in terms of 

platform. This platform requirement is accomplished using 

cloud computing. Cost is encountered on the basis of time 

period for which platform is online. 

 SaaS 

[7]Software as a service is another critical service supported 

through cloud. cloud computing host software which can be 

accessed by users having access to cloud. in other words 
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machines having limited resources can use SaaS to access 

software’s that they don’t possess. 

Cloud services are accessed according to user requirements. 

User can use all the three services simultaneously depending 

upon requirements. Cost is encountered through pay per use 

basis. In all the levels of service provider, data migration is 

required. Data migration techniques are devised depending 

upon time consumption and reliability.   

 The techniques associated with data migration is described 

under the literature survey as under 

II. LITERATURE SURVEY 

Data migration in cloud indicates transforming data, 

application and business elements from organization onsite 

computers to cloud. Sometimes data and other applications 

are also migrated from one cloud environment to other cloud 

environment. Techniques associated with cloud migration 

are listed as under 

2.1 FAULT TOLERANCE AND DATA MIGRATION 

[1] Fault tolerance is critical since users heavily depending 

upon the cloud for operation. In case of failures data and 

other resources stored over the cloud could be lost. in order 

to overcome this problem, fault tolerance strategies become 

critical. In fault tolerant data migration strategies, migration 

of resources starts once prediction of failures initiated. 

[8]The migration to the fittest machine takes place. The 

fittest machine is selected on the basis of parameters. These 

parameters includes downtime, migration time and overall 

execution time. Overall migration enhance the performance 

since resources and data is already migrated to fittest 

physical machine. The rest of the task will initiate at the 

physical machine. Efficient fault tolerance techniques are 

divided into following two categories 

2.1.1 Proactive fault tolerance 

2.1.2 Reactive Fault tolerance 

2.1.1 Proactive Scheduling 

[9]Proactive fault tolerance techniques are the mechanism in 

which action is taken before the failure of virtual machines. 

The entire process is based on the prediction. The proactive 

fault tolerance techniques include 

Software rejuvenation 

[10], [11]Periodic reboots are performed under this 

approach. Every time system reboots, it starts from new 

state. 

Self Healing 

[12]It is the mechanism of controlling the failure of instance 

of process running on multiple virtual machine. The process 

once recovered is required to be restarted.  

Preemptive scheduling 

[12], [13]In this scheduling, resources are prompted from the 

process as the process goes in the state of failure. These 

resources are assigned to some other optimal process. The 

time consumption in execution of process is considerably 

removed. Determining optimal process is critical. 

2.1.2 Reactive Scheduling 

Reactive fault tolerance is the mechanism in which failure 

impact is reduced. In other words this techniques is implied 

only through the application of failure. Techniques under 

reactive fault tolerance is listed as under 

Checkpointing 

[14], [15]This is the mechanism in which progress is saved 

up to the established point. Once the progress reaches that 

point,  it is automatically saved. The progress saved is 

known as savepoint. This mechanism is implemented as the 

reactive approach and it consume time in order to perform 

recovery.  

Replication 

[16]Task is replicated which is executed on virtual machine. 

This task is executed on several machines and in case of 

failure progress is recovered from the earliest finishing job. 

Replication however is space ineffective mechanism.  

2.2 Load Balancing Migration Strategies 

[17]This strategy improves the scalability of the server. The 

servers are analysed for load. The load is presented in terms 

of data and resources. In case load on the machines 

increases, load is shifted to the other server having least load. 

Load balancing strategy for migration is effective enough for 

tackling issues of downtime and migration time for data 

migration.  

2.3 Energy Efficient Migration Technique 

When Data between VM is to be migrated three factors must 

be considered. 1) Physical Memory image associated with 

virtual machine 2) network connection and virtual device 

state 3) Serial cum serial interface(SCSI). In order to 

optimize migration time, critical point of choosing technique 

to migrate required being decided. VM migration strategies 

are considered to be many and one of them is Pre-copy 

approach[18], [19], [20], [21]. It provides significant 

improvement in terms of down time. but this approach is not 

optimal in every situation. E.g. in case of memory intensive 
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job, downtime and migration time increases drastically. Pre-

copy approach also may not work properly in case of low 

bandwidth WAN environment. To resolve the issue, energy 

efficient strategy to maintain energy efficiency for fault 

tolerance in data migration across distinct host[22], [23]. 

 All the above listed strategies are efficient enough but still 

modification for improvement could be desired and 

migration time can be further optimised using energy 

efficient mechanism. 

2.4 COMPARATIVE ANALYSIS OF DATA 

MIGRATION TECHNQIUES 

The comparative analysis of data migration strategies within 

cloud presents a way for future enhancements for reducing 

downtime and migration time during migration process. 

Sr 

No. 

Authors 

name, 

year 

Technique Description Benefits Drawbacks 

 
1

. 

Jin et 
al.  

2009 

adaptive 
compressio

n of 
migrated 

data. 

Data being 
transferred 

in each 
round at 

source node 

is 
compressed 

by their 

algorithm 
and 

decompress

ed when 
arrived at 

target. 

Migratio
n time is 

reduced 

overhead 
increased 

due to 
compressio

n algorithm 

 

2. 

Liu et 

al.  
2010 

Propose 

Hierarchica
l copy 

algorithm 

determines 

number of 
updated 

page, 

threshold 
and total 

write 

interrupt, 
if write 

interrupt < 

threshold 
than only 

updated 

page will be 
sent to 

destination 
.Dirty pages 

are sent in 

last 
iteration. 

Migratio

n time is 
reduced 

as 

number 
of 

iterations 

are 
reduced 

Extended 

monitoring 
of memory 

image is 

required. 

 

3. 

Ma et 

al. 

presente
d 

2010 

improved 

pre-copy 

strategy 

The pages 

which are 

updated 
frequently 

are 

transferred 
in last 

round of 

iteration 
process 

only once. 

Reduces 

total 

migration 
time by 

32.5% 

and 34% 
of total 

data 

transferre
d. 

The 

downtime is 

increased as 
duplicate 

pages  

placed in 
the last 

round of the 

transmissio
n. 

 
4. 

zhang 
et al.  

2010 

Migration 
with Data 

Duplication 

(MDD) 

similar 
memory 

pages 

identified 
by using 

hash based 

finger 

56.60% 
decrease 

in total 

data 
transferre

d. 

Indexing by 
hash 

fingerprints 

may cause 
data 

inconsistenc

y. 

prints. For 

further 
reducing 

data 

transfer rate 
it uses RLE 

(Run 

Length 
Encoding) 

algorithm. 

       

     5. 

Ma et 

al. 2012 

memory 

exploration 
and 

encoding 

(ME2) 
technique 

Useful 

pages are 
identified 

then apply 

compressio
n using run 

length 

encoding 
(RLE) 

algorithm.  

Reduces 

total 
migration 

time and 

downtim
e. 

Overhead  

increased 
due to 

compressio

n algorithm 

         
    6.   

6. 

hu et al. 
2011, 

Johnson 

et al.x  
2013 

time series 
prediction 

technique 

Used  
historical 

statistic of 

dirty pages 
it identify 

the high 

dirty page 
in iteration 

and do not 

send them 
repeatedly 

Migratio
n time 

reduced 

 Only high 
dirty pages 

are 

considered 

        

      7. 
7. 

 Jung et 

al.  
2013 

VM 

migration 
using 

checkpointi

ng 

When a 

running 
instance 

occurs the 

out-of-bid 
situation 

(failure),V

M is 
migrated 

and it starts 

execution 
from saved 

checkpoint. 

 

rollback 

time, task 
waiting 

time is 

reduced. 
Fault 

tolerance 

applied 
by check 

points. 

Cost 

encounter is 
high which 

can be 

further 
reduced. 

Memory 

utilization 
is high.  

 

 8. 

Bangjie 

Jiang, 

2013 

Priority-

Based Live 

Migration 
strategy 

Priority is 

assigned to 

the 
application. 

Dirty pages 

generated 
by high 

priority vm 

are 
transferred 

Downtim

e is 

reduced 
by 57% 

Total 

migration 

time is not 
considered 
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to the target 

vm after a 

certain 

threshold 
value host 

vm is 

suspended 
and target 

vm is 

resumed. 
Dirty pages 

of Low 

priority 
applications 

are 

transferred 
using stop 

and copy 

approach. 

       

      9. 

Kim , 

2015 

Parallel 

migration 

approach-
breaking 

chain 

migration 

Vm list is 

partitioned 

and parallel 
migration is 

performed. 

Breakup 
VMs are 

selected 

recursively 
from all the 

split 

migration 
chains until 

the total 

migration 
time can no 

longer be 

reduced. 

VM 

relocatio

n time 
decreased  

by 21.9–

62.0%  

1.6 – 5.8% 

spare PMs 

required to 
parallelize 

the chained 

migrations 

 Table 1: Comparison of various data migration techniques 

used within cloud system. 

III. RESEARCH GAP 

Virtual machine utilization across data centers grabs 

significant attention in recent era[25], [26]. In case of faults 

or deteriorating machine detection, Live VM migration 

allows workload to be shifted across other optimal VM in 

some other host hence execution of work originated from 

source do not suffer. VM migration becomes key mechanism 

in cluster management including fault tolerance, power 

management, load balancing and online 

maintenance[27],[28], [29]. The data migration strategies 

considered above can be further optimising by identifying the 

critical and non critical data. In case of data migration, 

migration and downtime can be further reduced by 

identifying similar data  which is being migrated from source 

to destination again and again. Also fittest virtual machine is 

required to be identified for migration. faster and reliable VM 

once identified, data can be migrated to that machine and 

parameter optimization can be achieved.  

IV. PROBLEM DEFINATION 

The existing literatures uses data migration strategies in 

which size of migrating data is not considered. By 

transforming such data towards the server machines causes 

problems since migration time considerably increased by the 

use of such transformation. Also energy efficiency is 

considerably be a problem. As size of data being migrated is 

not monitored hence cost associated with migration is also a 

problem. Redundancy handling mechanism included with 

migration process could be a solution to such problem. In 

general problems associated with existing literature is listed 

as under 

4.1 Migration time can be reduced by avoiding similar 

data migration 

4.2 Load balancing strategy can be implemented to 

enhance degree of fault tolerance. 

4.3 Following live migration enhances utilization of 

resources and reduces downtime. 

 

V. CONCLUSION AND FUTURE SCOPE 

The comparative analysis of various techniques associated 

with data migration is presented in this paper. Technique 

used is used to increase the performance of migration. the 

optimality can be achieved further by identifying maximum 

power VMs along with critical data. Reliability will be 

greatly enhanced by identifying critical data. In case of 

prediction of failure, data migrated to other machines can be 

accessed using remote machines. Redundancy handling 

mechanism can be incorporated within data migration to 

optimize the parameters such as downtime and migration 

time.  
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