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Abstract— incurrent era of big data, thedata analytics has become more challenging issue. Data get mined for finding facts as 

well as to predict impact of various activities which is used everywhere in the life.  Mining processes like classification and 

clustering becomes more crucial in case of dynamic data streams. As the nature of data stream is temporal there is always a 

difference in the concepts which causes a concept drift. This concept drift affects the reliability of classifiers and clustering 

methods. Classification is important technique in data mining, which has been applied with various modifications to handle 

concept drift issue. Data stream classification is different from normal classification process as it has restriction of time, 

memory size and speed of processing along with accuracy. This article presents a review of remarkable recent ensemble based 

classifiers, which are designed to detect concept drift based on the different way of data stream processing.  
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I.  INTRODUCTION 

 

Big data is a mixture of a large volume of organized, semi 

organized and unorganized data that can be mined to extract 

knowledge from it [1]. Many applications such as social 

media, sensor networks, market analysis, internet 

communications and online news generate big data, the data 

which grows unlimited like millions of records per day. Thus 

the rate of data generation is tremendous. Along with this the 

need of processing this voluminous amount of data is 

increased. It is quite essential to process this data online to 

find out meaningful information from the ocean of data.  

 

Data generated by various internet applications form data 

streams. These may be simply attribute-value pair or it may 

be short text like tweets. Data stream mining is a way of 

deducting knowledge and acquiring useful and relevant 

information from ocean of data [2]. Classification of big 

evolving data is one of the data mining techniques which 

have shown its strength of prediction of ubiquitous and large 

volume of data [3].  

 

 Data stream always changes over time, there is no upper 

bound on data and it is temporal. Similarly it is produced at 

high speed. Considering all these parameters the data stream 

processing has many limitations. It must be processed in 

finite amount of time with limited space.   

 

This paper will put focus on data stream classification 

techniques. After detailed study of various data stream 

classification methods, it is found that data stream classifiers 

are designed using ensemble based classifiers works more 

efficiently. Instead of rely on incremental and online learning 

methods which work on a single model, ensemble learning 

uses different method. It divides the data streams into small 

data parts so that it can be processed by classifiers separately. 

Each classifier output is combined to predict exact result or 

prediction.  This strategy help to improve performance in 

handling large    data, adaptation to concepts is fast, and 

reduced error rate, and speed up data processing by 

parallelizing it.  

 

The paper is organized as follows. Section I contains the 

introduction of Data stream. Section II, focuses on issues 

related to data stream processing. In section III study of 

online ensemble methods is carried out. Section IV presents 

data stream classification using chunk based ensemble 

methods.  As it is a study and review paper , Section IV 

concludes with study of different ensemble classifiers. 

 

II.  DATA STREAM CLASSIFICATION 

 

In the constantly changing input stream, issues like single 

pass processing, large storage space, anomaly detection, 

novel class detection and concept drift detection are 

challenging. The input stream distribution might change over 

course of time and it could lead to conditions of concept drift 
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[4]. By the definition, the concept drift means the statistical 

properties of the target variable, which the model is trying to 

predict, change over time in unforeseen ways and because of 

this problem predictions become less accurate as time passes 

[5],[6].   Here problem of classifier design is complex as 

training data and test data are not same and it is 

independently distributed. Prediction of such information 

becomes less accurate as input changes.  In recent years 

remarkable efforts are taken by researchers to develop 

adaptive learning algorithms to detect concept drift. The 

concept drift detection problem is very wide and has many 

categories under it. Though the issue is relatively new, still 

there are some adaptive learning algorithms that were 

proposed earlier.  

 

There are various classification methods in literature such as 

decision trees, rule based methods, neural networks, naïve 

based which has shown tremendous performance in various 

applications. Mostly these techniques has been used on static 

data streams, where multiple passes over a data is possible, 

similarly data is also less compared with data streams. 

Stream Classifiers has to work on data in a single pass as it`s 

bound by time. The accuracy of data classifiers depends upon 

prediction of labels, and in stream data identification of 

proper label is very difficult. There are many algorithms has 

been designed by using different concepts like sliding 

window, drift detectors, ensemble methods, active learning 

methods.   

 

III. DATA STREAM CLASSIFICATION USING ONLINE 

ENSEMBLE METHODS 

 

The ensemble based classification method is capable to 

handle concept drift, since it can effectively adapt to the fast 

changes in the underlying data [6],[7],[8],[9]. In ensemble 

based classifier multiple classifiers are used to reveal new 

classes in data. Design of classifier can be either of type 

EC1, where all the classifiers use same algorithm or as EC2 

where every classifier uses different methods [6]. As 

Ensemble methods integrated with drift detection algorithms 

has shown excellent performance in data stream processing, 

similarly in many cases flexibility is added with dynamic 

updates, such as deletion or addition of selected classifiers 

[10]. Ensemble based classifiers can handled main three 

problems of data stream: concept drift, efficiency and 

robustness. Figure 1 depicts the working of ensemble method 

where input data stream is divided into parts and each 

classifier works on it. Final decision is calculated either by 

using voting scheme or by using posterior probability or 

setting some threshold values. Broadly there are two ways to 

designed ensemble based classifiers: online ensembles and 

blocked based ensemble. 

 

 

 

 
Fig. 1 Working of Ensemble based classifiers 

 

The online ensemble learning method processes newly 

arriving instances without storing them, as an incremental 

learning method. Many researchers have proposed various 

online ensemble methods among them Online Bagging and 

Boosting method suggested by Oza and Russell [11],[12] is 

milestone in the history of data stream classification. In the 

online bagging method for training set Z, input is paired in 

(x, y). The numbers of iterations are fixed as well as machine 

learning method M. The machine learning technique may be 

decision tree, SVM, random forest or any other; it can 

change as per the requirement of data stream processing. For 

every iteration a bootstrap sample of size n is drawn from 

training set Z and a learning method M is applied on it. Each 

base classifier determines model f(x). The classification 

process gets repeated  k times and  then it adds the sample 

(x,y) to the training set and update all of the base classifiers, 

returning ensemble {f
1 

,….,f
B
}. Classification of data stream 

is done by majority vote of all predictors. Online Boosting 

algorithm also works on samples repeatedly according to the 

Poisson distribution. It updates the subsequent base classifier 

if there is change in samples. Both classifiers works on data 

stream online, but not efficient in handling concept drift 

problem. Online version of bagging and boosting algorithm 

typically perform better in some data sets than batch 

processing method. These algorithms have low overhead and 

are quite suitable for practical applications [11]. 

 

Bagging and boosting are classical ensemble methods which 

improved the performance of a classifier but in context of 

revolving data stream there was a scope of improvement in 

these methods. A. Bifet, etc. proposed two new variants of 

Bagging: ADWIN Bagging and Adaptive-Size Hoeffding 

Tree (ASHT) Bagging [13]. The experimental framework has 

shown that the new ensemble methods perform very well 

compared to several known method.  

 

 Leverage bagging [14] which improved performance of 

online bagging algorithm proposed by A. Bifet, etc., it 

applied randomization to the input and the prediction of 

outcome in online bagging. Randomization is done in two 

parts: resampling of data stream increased and error codes 
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are used to detect output. In case of classifiers, Poisson 

distribution is used to measure occurrences of event in 

particular block. Leverage bagging method computes the 

value of Poisson distribution by increasing λ value of 

resampling. Similarly the output of ensemble classifier is 

improved by using error-correcting output code method 

where a multiclass problem is handled by using a binary 

classifier.  

 

Recently , Carvalho Santos et al. has proposed the Adaptable 

Diversity-based Online Boosting (ADOB)[15] algorithm, 

improved version of the online boosting, as concept drift 

encounters it employees recovery mechanism of expert. In 

this method, distribution of instances is done more efficiently 

among experts, by which it adapts to concept drifts more 

quickly. In case of abrupt concept drift it works well. This is 

done by reducing and increasing value of λ based on the 

classification accuracy. ADOB technique improves the 

accuracy of classifiers, reduced execution time and memory 

usage.  

 

ADOB is improved by Barros, et. al named as Boosting-like 

Online Learning Ensemble (BOLE) [16]. All previously 

designed online boosting methods worked on a basic 

requirement that each classifier error must be lower than half 

of prediction output but it seems very hard when the problem 

is not binary. Similarly this algorithm removes the classes 

related to the failed classifier, resulting in poor performance. 

In case of BOLE, there are  two different parameters 

―breakVotes‖ and ―errorBound‖ which put restriction on 

classifiers for voting as well as it avoids negative voting by 

using ―weightShift‖ parameter whose range is 0.0 to 5.0. It 

also used different concept drift detection method.  Thus this 

method has made improvements by providing voting 

requirement and adaptation in concept drift detection 

method. 

 

Frias-Blanco et al. [17] developed the Fast Adaptive 

Stacking of Ensembles (FASE), which works on adaptive 

learning method. It`s learners adapt after detection of concept 

change and then   update the learning model by estimating 

that concept drift. It uses Na¨ıve Bayes (NB) or Perceptron as 

base classifier and meta-learner. It applied drift detection 

method called as Hoeffding-based Drift Detection Method 

(HDDMA-test) [18] to detect changes means ups and downs 

in error rates. In this technique each input data stream 

instance get processed in fixed time and space complexity. 

FASE uses a test-then-train approach [19] to generate meta-

instances. It uses n base adaptive classifiers which provide 

meta- instances to the Meta adaptive classifier by which it 

performs accurate prediction. FASE uses one change detector 

which can remove any adaptive base learner whose 

performance falls below the error rate. Thus any change in 

input data stream can be detected precisely. But due to use of 

Perceptron learning is slow compare to NB so some times its 

performance is reduced.  

 

Recently Jicheng Shan et al. has proposed a new online 

active learning ensemble framework (OALEnsemble) to 

identify the concept drift in the data stream [20]. To capture 

the gradual drift as well as sudden drift OALEnsemble, 

applied mixed labeling strategy. Two categories of 

ensembles are used: a stable classifier which learns from all n 

blocks and dynamic classifiers which learn from most 

recently arrived data blocks. Finally ensemble classifier 

combines the weights from these stable classifiers and 

dynamic classifiers for prediction of class. Here Base 

classifiers are created and updated by using multilevel 

windows. Combination of blocked based and online 

ensemble classifier is effectively implemented in this 

method. 

 

IV. DATA STREAM CLASSIFICATION USING BLOCK BASED 

ENSEMBLE METHODS 

 

The second approach to process data stream is to divide data 

into blocks, which include instances sequential in time. 

Sometimes these blocks are non-overlapping, sometimes 

overlapping. These techniques are suitable for sudden and to 

some extent to incremental drifts.  

 

Instead of working on entire data, W. N. Street et al. has 

developed very first blocked based ensemble algorithm 

popularly known as Streaming Ensemble Algorithm (SEA) 

[21]. In the SEA method all base ensembles are designed 

using decision trees constructed by applying Quinlan`s C4.5 

algorithm [22]. This method employees 20 to 25 classifiers 

and experimented with ―gated‖ voting procedure, in which a 

special classifier Ci was trained to decide whether its 

corresponding classifier member Mi would correctly classify 

given data point. It provided distinguished blocks of data for 

each classifiers, one pass processing of data and use of 

decision trees algorithm made this approach novel initially 

but it has limitations in terms of prediction accuracy and 

memory size that has to be overcome. 

 

Meanwhile H. Wang, et al. [7] has proposed advancement in 

the chunked based data stream processing known as 

Accuracy Weighted Ensemble (AWE) algorithm that trains 

an ensemble of classification models, such as C4.5, RIPPER, 

naive Bayesian, etc., from block of the data stream. This 

approach divides the incoming data streams in equal size. 

The classification error on current training set is used to 

predict weight of that classifier. In the data stream ensemble 

accuracy of prediction depends upon selection of efficient 

classifiers, to identify inaccurate base classifier, instead of 

discarding classifiers randomly the classifier with higher 

MSE (Mean Square Error) get discarded. Similarly instance 

based pruning technique is applied to select top K ensembles 
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which keep the top P classifiers with the highest prediction 

accuracy on the current training data. There are major 

drawbacks of system like accuracy of prediction depends 

upon chunk size, higher the chunk size more the error rate. 

AWE pruning strategies may remove more base classifiers in 

case of sudden drifts. 

 

Previously mention Online learning process works on 

selection of classifier based on its performance, in case of 

Additive Expert (AddExp) [23] system performance of 

classifier is measure over currently changing concepts and 

not on previous. Here the AddExp.D algorithm is used for 

prediction; it maintains weighted ensembles of predictive 

models, the ensemble works on weighted vote of all base 

classifiers. The weights of all base classifiers which 

misclassify the data block get reduced and if overall 

prediction was incorrect then new classifier is added. Here 

the classifiers are termed as experts. To restrict the growth of 

classifiers/ expert, two pruning methods are used to 

disqualify non performing expert. In first method there is an 

upper bound used on number of classifiers/ experts. Addition 

of new expert crosses that bound then oldest expert has to 

disqualify. But this pruning technique is impractical as 

recurring data stream prediction may get hamper due to 

deletion of old record. In second pruning method if newly 

added expert exceeds than upper limit then the expert with 

lowest weight get removed. AddExp introduced new pruning 

and ensemble algorithm but it has limited by various bounds 

like number of expert, weighted error etc. AddExp used 

static weight for ensemble this drawback was overcome by 

J.Z. Kolter, et al. in [24] by introducing dynamic weighted 

majority (DWM) algorithm, which activate or deactivate 

base learners or experts in response to expert performance. In 

case of misclassification, weight of expert get decreased by 

fixed value similarly to remove nonperforming 

classifier it uses threshold value   and a controlling  

parameter P is used to limit the adding and removal of 

expert. Two types of algorithms are used to implement base 

classifiers: Incremental Tree Inducer, or ITI [25] and 

incremental version of naive Bayes. Performance of 

classification is little improved in case of Naïve Bayes 

algorithm.  

 

The ensemble based learning on chunks of data or in blocked 

based method is carried out by various researchers 

[26],[27],[28],[29],[30]. The Learn++.UDNC proposed by 

Gregory Ditzler et al [26] that allows the classifier to learn 

step by step the new concept/classes from odd-even datasets. 

Adaptation of classifier is weighted then it normalized 

previous confidence measures and a new transfer function 

that is used to reduce the confidence bias of a sub-ensemble 

trained on a majority class. Whereas Magdalena Deckert has 

developed a framework called Batch Weighted Ensemble 

BWE [27], which works on sudden and gradual drift by 

using a drift detector into the evolving environment. 

Advanced version of Learn++.UDNC is developed by Ryan 

Elwell as   Learn++.NSE [28] algorithm, every time it 

develops a new model for each batch afterwards it combines 

these models using a dynamically weighted majority voting. 

Recently Leandro L. Minku et al. introduced a drift detection 

method called Diversity for Dealing with Drifts (DDD) [29] 

which maintains ensembles to deal drift with many diversity 

levels. It used term diversity for the accuracy of two 

ensembles on same data set on different time intervals. This 

algorithm shows better performance compared to previously 

designed algorithms EDDM [30] and DWM [24]. 

 

In spite of chunked based and online data stream processing 

methods, research is also carried on mixed approach in [20, 

31-38]. Combination of blocked based and online processing 

has given different aspect to handle concept drift problem of 

data stream classification.  Adaptive Classifiers-Ensemble 

(ACE) employed one online classifier, many batch classifiers 

and a drift detection mechanism [31]. It used sliding window 

and long time buffers to retain classifier results for longer 

time. Pruning method of weakest first is used to remove 

classifier. Along with this weighting majority is used for 

ensemble output. All these makes ACE more powerful 

system. More advances like use of different algorithms, 

pruning techniques and accuracy improvement were added in 

subsequent systems to mention few MCIK [32], CCP[33], 

DXMiner [34], AE [35], DACC [36] and ADACC[37], 

OAUE[38]. Recently Beygelzimer has developed two 

boosting algorithms Online BBM.W and AdaBoost.OL.W 

[39], which takes benefits of online working and sampling 

concept from AdaBoost [40] technique. Data stream 

clustering is done in [41] which has used Nearest neighbour 

approach. Similarly live data streaming is also done in [42] 

which has applied group learning concept and improved 

performance of stream clustering. Thus tremendous research 

is done on data stream classification technique. 

 

V. CONCLUSION 

 

Thus this study focuses on two main categories of data stream 

processing. Data stream classification has several difficulties, 

as it involves maintaining an accurate ensemble model which 

should cope with the speed of data arriving using limited 

resources. As described in this study, Ensemble based 

methods are more suitable for classification of data streams. 

Each advanced method and framework often achieved high 

accuracy and prediction efficiency. The major issue of 

different types of   concept drifts can be handled by 

application of various base algorithms. This paper presents 

the main characteristics of data streams, emphasis on 

milestone methods for online ensemble and blocked based 

ensemble is also carried out. 

 

Data stream classification using adaptive ensemble based 

classifiers will be thoroughly explored for big data stream 
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learning, instead of single ensemble method. More focus will 

be put on parallel data processing and use of AI may add 

some interesting features in it.  Also, there is a scope for 

combining traditional classification algorithm to deal with 

data which is diverse in nature. Similarly anomaly detection 

and abrupt drift detection is also one area of study. Finally, 

we can conclude that thought data stream ensemble has 

strong background of scientific study still there is vast area to 

explore.  

Table 1 describes design and working of some of the 

remarkable ensemble based online data stream classifiers. 

 

Table 1: Detail description of online ensemble based 

classifiers 

Algorithm Design/ Base 

method 

Working 

Online Bagging 

and Boosting 

N.C. Oza and S. 

Russell [11,12] 

Flat architecture 

with majority 

voting scheme for 

ensemble. 

Bagging and 

boosting 

methods. 

First online version 

of data stream 

processing. It 

Bootstrapped data 

set by sampling of 

data with 

replacement.  

ADWIN 

Bagging  

Bifet, A., 

Holmes et al. 

[13] 

Incremental and 

adaptive learning, 

used window. 

Hoeffding Tree 

classifier. 

It used Hoeffding 

Tree of different 

sizes to detect 

gradual and abrupt 

change. 

Leverage 

Bagging   

Bifet, A., 

Holmes et al. 

[14] 

Flat architecture 

with majority 

voting scheme 

incremental 

adaptive learning. 

Bagging method. 

Input randomization 

is done by 

increasing 

resampling and 

output detection 

codes are used. 

ADOB  

S. G. T. de 

Carvalho Santos 

et al. [15] 

Flat architecture 

with Hoeffding 

Tree architecture, 

majority voting 

scheme.   

Ranking of expert is 

done based on their 

prediction accuracy. 

It is efficient in often 

and abrupt changes.  

BOLE  

R. S. M. de 

Barros, et al. 

[16] 

Flat architecture. 

Improved Oza 

Boost algorithm 

with drift 

detecting 

mechanism.  

Test and train 

method uses 50% 

continue voting 

strategy. 

FASE  

I. Frías-Blanco, 

et al. [17] 

Adaptive 

learners, it 

changes set of 

base classifiers. 

Naïve Bayes and 

Hoeffding tree. 

Uses Naïve Bayes 

classifier and  

Hoeffding based 

Drift Detection 

method. It uses 

Perceptron to 

evaluate 

performance.  

HDMM  

I. Fr´ıas, J. del 

Campo, et al. 

[18] 

Adaptive 

classifier based 

on Hoeffding 

inequality. 

It works on moving 

averages and 

weighted moving 

averages, based on 

three levels stable, 

warning and drift. 

 OALE 

Jicheng Shan , 

Hang Zhang et 

al.[20] 

 

Online adaptive 

classifiers, it`s 

base classifier is 

Hoeffding Tree. 

It uses hybrid 

labeling strategy and 

multilevel sliding 

window to handle 

gradual and sudden 

drift.On demand 

labeling scheme. 

DWM 

Kolter, M.A. 

Maloof [24] 

Works on Naïve 

Bayes classifier 

and Incremental 

Tree Inducer. 

It uses weighted sum 

policy for 

prediction. Adds and 

removes expert 

learners based on 

their global 

performance. 
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