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Abstract: Complementary information is provided in Medical images like PET, MRI, and CT. To make the correct diagnosis 

these images are fused and are providing additional information for clinical analysis. This paper proposes a new medical image 

fusion based on the combined effect of Discrete Wavelet Transfrom (DWT), and Discrete Ripplet Transform (DRT). The 

images are transformed at the start into multi-resolution image using 2-level DWT. The resultant images are transformed again 

using DRT. Applying the common and most fusion rule and inverse DRT, the united coefficients of the approximation image is 

obtained by applying inverse DWT to the united coefficients. The performance of the united image is evaluated using metrics 

like PSNR, Entropy, Standard Deviation, and Structural Similarity Index measure and it outperforms the opposite existing 

ways. 
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I. INTRODUCTION 

 

Image fusion is the process of combining information from 

two or more images of a scene into a single composite 

image. The fused image so obtained, contains more 

information. The fused image is suitable for visual 

perception and computer analysis. The uncertainly and 

redundancy is reduced in the output and the relevant 

information is maximized. 

Image transformation is important as it affects the 

information extraction quality [1]. Many fusion methods 

over the past years have used different decomposition 

methods like laplacian pyramid, contrast, pyramid 

transform, discrete wavelet transform, etc. [2-4]. Recently, a 

theory called Multiscale Geometric Analysis has been 

developed. Many Multiscale Geometric Analysis tools were 

proposed, such as ridgelet, curvelet, contourlet, bandelet, 

ripplet etc. [5-9] which has higher directional sensitivity. 

This paper proposes a new algorithm “MIFT-

HDWRT” for medical image fusion. The fusion is based on 

the integration of discrete wavelet transform (DWT) and 

discrete ripplet transform (DRT). It uses average and 

maximum fusion rule. DWT provide directional information 

in decomposition levels and contain unique information at 

different resolutions [10]. DRT is a higher dimensional 

generalization of the curvelet transform. It is designed to 

represent images or 2-D signals at different scales and 

different directions [11]. The rest of this paper is organized 

as follows. Section 2 explains DWT and Section 3 explain 

DRT. Section 4 gives the new algorithm “MIFT-HDWRT”. 

Simulation results are given in section 5. Section 6 

concludes the paper. 

 

II. DISCRETE WAVELET TRANSFORM 

 

The original concept and theory of wavelet-based multi-

resoultion analysis came from Mallat [12]. Discrete 

Wavelet Transform (DWT) represents image variations at 

different scales. A wavelet is an oscillation and attenuated 

function and its integrals equal to zero. The wavelet 

transform is a mathematical tool which detects local 

features in a signal process. It can also be used to 

decompose two-dimensional (2-D) signals or images into 

different resolution levels for multi-resolution analysis. 

Wavelet transform is applied in many areas, such as texture 

analysis, data compression, feature detection and image 

fusion. 

The DWT is a spatial-spectral decomposition that 

provides a flexible multi-resolution analysis of an image 

[13]. In a 2-D DWT, a 1-D DWT is first performed on the 
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rows and then columns of the data by separately filtering 

and down sampling. This results in one set of 

approximation coefficients LL and three sets of detail 

coefficients LH, HL, HH representing the vertical, 

horizontal, and diagonal directions of the image as shown in 

Fig. 1 (a). The 2-D structures of the wavelet transform with 

two decomposition levels is shown in Fig. 1 (b). 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 (a) A structure of the DWT 
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Fig. 1 (b) 2-D DWT structure with labeled sub-bands in 

two-level decomposition 

 

By recursively applying the same scheme to the LL 

sub-band a multi-resolution decomposition with a desired 

level can then be achieved. Therefore, a DWT with K 

decomposition, there is only one low frequency band (LL
K
) 

as given in Fig. 1 (b) and the rest of bands are high 

frequency bands in a given decomposition level. 

 

III. DISCRETE RIPPLET TRANSFORM 

 

The ripplet transform overcomes the disadvantage of the 

wavelet transform. It represents edges in the images more 

efficiently. The images are represented at different scales 

and different directions. The curvelet transform can be 

obtained from DRT provided support is given as 1 and 

degree as 2. The scale parameter a, is sampled at dyadic 

intervals. The position parameter b and rotation parameters 

θ are sampled at equally spaced intervals. The scale, 

position and rotation parameters are in discrete form such 

that  
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frequency domain is 
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The number of directions in the high-frequency region is 

controlled by the support c. The degree d controls how the 

number of directions changes across bands. For fixed c, the 

resolution in directions at each high-pass band is controlled 

by degree d. The number of directions at all high-pass bands 

is controlled by c, provided d is given. The final number of 

direction at each band is determined by the support c and 

degree d. 

The discrete ripplet transform of an M × N image f 

(n1, n2) will be in the form of  
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The image can be reconstructed through inverse 

discrete ripplet transform  

 ̃      )  ∑∑∑     ⃗   

 

    ⃗   

 ⃗  

      ) 

IV. MIFT-HDWRT ALGORITHM 

 

The new algorithm MIFT-HDWRT image fusion is given 

below: 

 

 Step 1: Read the set of multimodal images (i.e. two 

images of different modality of same size). 

 Step II: Perform single-level wavelet decomposition 

on both images to get approximation information (LL), 

horizontal details (HL), vertical details (LH), and 

diagonal details (HH) of the image. 

 Step III: Perform single-level wavelet decomposition 

on approximation information (LL) of to get second-

level approximation information (LL2), horizontal 

details (HL2), vertical details (LH2), and diagonal 

details (HH2). 

 Step IV: Apply Ripplet transform on the detailed 

component of the image and the image result would be 

ripplet transform applied on all the detailed component 

of the image. 

 Step V: Calculate the average values of horizontal 

details (HL2), and diagonal details (HH2) from both 

decomposed images respectively with the 

decomposition as well as after applying the 

transformation on detailed components. 

F(x, y) = (A(x, y) + B(x, y)) / 2 

        Where, A (x, y), B (x, y) will be the input image, F (x, 

y) will be the fused image, and point (x,y) will be the 

pixel value. 

 Step VI: Choose the maximum values of 

approximation information (LL2), and vertical details 

(LH2) by comparing the coefficient of both 

decomposed images respectively. 

F(x,y)= Max( A(x , y)+ B(x , y )) 

 Step VII: Reconstruct the approximation image (LL) 

by inverse wavelet transform using second-level 

approximation information (LL2), horizontal details 

(HL2), vertical details (LH2), and diagonal details 

(HH2). 

 Step VIII: Apply the fusion rule on details of first-

level decomposition as follows: 

i. Calculate the average values of horizontal details (HL), 

and diagonal details (HH) from both decomposed 

images respectively. 

ii. Choose the maximum values of vertical details 

(LH) by comparing the coefficient of both 

decomposed images. 

 Step IX: Reconstruct the image by inverse wavelet 

transform on the Ripplet transformed image using 

wavelet transform. 

 Step X: Apply Histogram Equalization. 

 

4.1 Fusion Rule for the approximation and vertical 

coefficients. 

 

Calculate the approximation and vertical details of the 

wavelet transform of image 1 as LL1 and that of image 2 as 

LL2. Decompose LL1 and LL2 further using DWT. Let the 

ripplet coefficients be represented as XL and YL. The ripplet 

coefficients are applied to 2nd level decomposed image 

LL2, LH2. The ripplet coefficients are then fused using 

maximum fusion rule (F) as given below 

 

 F(x,y)= Max( A(x , y)+ B(x , y )) 

 

Inverse DRT is applied to F and the low frequency fused 

coefficients are obtained. 

 

4.2 Fusion rule for the horizontal and diagonal 

coefficients. 

 

Calculate the approximation and vertical details of the 

wavelet transform of image 1 as LL1 and that of image 2 as 

LL2. Decompose LL1 and LL2 further using DWT. Let the 

ripplet coefficients be represented as XL and YL. The ripplet 

coefficients are applied to 2
nd

 level decomposed image HL2, 

HH2. The ripplet coefficients are then fused using average 

fusion rule (F) as given below 
 

F(x, y) = (A(x, y) + B(x, y)) / 2 

 

Inverse DRT is applied to F and the high frequency fused 

coefficients are obtained. 

 

V. SIMULATION RESULTS 

 

The medical images used for the fusion are CT, MRI, and 

PET images. The combination used for fusion is MRI with 

PET, and CT with PET is shown in Fig. 3(a), Fig. 3(b) and 

Fig. 4(a), Fig. 4(b) respectively. 
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The wavelet used for the fusion is daubechies 

walvelet, „db6‟. The DRT is performed with fixed support 

(c=1) and for degree d = 3.  

The linking range is taken as 3×3 and the 

convolution kernel is given as: 
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Simulation was carried out using MATLAB version 2016. 

The fused output obtained using MIFT-HDWRT and 

qualitative analysis is shown in Fig. 5 (a), (b) respectively. 

 

      
                 (a)                                   (b) 

Fig.3. input images (a) MRI image; (b) PET image 

 

       
       (a)                                    (b) 

Fig.4. input images (a) CT image; (b) PET image 

         
     (a)                                   (b) 

Fig.5. fused output (a) MRI with PET; (b) CT with PET 

Qualitative analysis is used for the subjective 

evaluation of the images. As subjective evaluation differs 

based on visual acuity, quantitative analysis is necessary for 

analyzing the quality of the fused image. Different 

parameters like PSNR, Entropy, Standard Deviation (SD) 

and Structural Similarity Index Measure (SSIM) are 

evaluated on 35 sets of images and compared with the 

existing methods for proving the effectiveness of the MIFT-

HDWRT technique. Table 1 shows the value of quality 

measures implemented on MIFT-HDWRT, and Existing 

Method.  

 

Table 1: Qualitative Analysis of MIFT-HDWRT and 

Existing Method 

Input 

Image 

Quality 

Factor 

MIFT-

HDWRT 

Existing 

Method 

MRI with 

PET 

PSNR 10.7102 9.7359 

Entropy 7.3711 6.4068 

SD 66.3818 46.138 

SSIM 0.6386 0.2155 

CT with 

PET 

PSNR 13.8593 11.5741 

Entropy 7.9241 7.2406 

SD 50.4546 42.1099 

SSIM 0.423 0.2127 

 

The quality metrics PSNR, Entropy, SD, and SSIM are 

shown graphically in Fig. 6, and Fig. 7 for comparison 

based on Table 1 respectively. 

 

Fig.6. Qualitative Analysis of MRI with PET fusion. 
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        Fig.7. Qualitative Analysis of CT with PET 

fusion. 

 

VI. CONCLUSION 

 

In this paper, medical image fusion has been performed 

using the combined effect of DWT and DRT. The wavelet 

transform is a mathematical tool that can detect local 

features. DRT has better advantage of directionality and 

localization. The maximum fusion rule is applied to fuse the 

approximation, and vertical details of the image. The detail 

images are fused using average fusion rule. The edges are 

defined clearly in the fused output of the MIFT-HDWRT. 

The entropy gives the information content of the image. The 

PSNR, Entropy, SD, SSIM of the MIFT-HDWRT is high 

compared to the existing method. The standard deviation 

which is the square root of the variance reflects the 

information spread in the data. The MIFT-HDWRT has 

good clarity compared to the existing methods. The 

quantitative analysis clearly indicates that the MIFT-

HDWRT outperforms other existing methods. 
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