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Abstract: As the prevalence of cloud computing continues to surge, cloud computing entities face the formidable challenge of 

meeting coordinated Service Level Agreement (SLA) understandings, particularly in terms of stability and operational 

efficiency, all while achieving cost and energy efficiency. This paper introduces Shadow Replication, a novel adaptation to 

internal failure mechanisms for cloud computing that seamlessly addresses faults at scale, concurrently limiting energy 

consumption and reducing its impact on costs. Energy conservation is realized by establishing dynamic cores as opposed to 

static cores, achieved through the deployment of cloudlets. Essentially, equivalent cores are created, with core failure metrics 

considering memory capacity, energy, and power consumption. If any of these parameters exceed the threshold value, the core is 

flagged, and progress is maintained within a shadow, assigned one for each host. The workload of a failed core is transferred to 

the next core within another virtual machine (VM). In the event of all cores within a VM failing, VM migration is executed. 

Results obtained through the proposed system exhibit improvements in indexed energy consumption, latency, cost, and fault 

rate. 

 

Keywords: Shadow Replication; fault tolerance; Energy Conservation 

 

1. Introduction 
 

Cloud Computing has evolved into an attractive platform for 

an increasingly diverse array of process and data-intensive 

applications, offering advantages such as low-entry costs, on-

demand resource provisioning and distribution, and reduced 

maintenance costs of internal IT infrastructure [1]. The 

growth trajectory of cloud computing is expected to persist, 

drawing attention from business and public market segments. 

Recent studies project an annual growth rate of 17.7 percent 

by 2016, positioning cloud computing as the fastest-growing 

segment in the software industry [2]. 

 

In its fundamental form, a cloud computing infrastructure 

constitutes a vast network of interconnected back-end servers 

hosted in a datacenter. This infrastructure is provisioned to 

deliver on-demand, "pay-as-you-go" services and computing 

resources to users through a front-end interface [3]. As the 

demand for cloud computing accelerates, cloud service 

providers (CSPs) will face the imperative to expand their 

foundational infrastructure to ensure expected levels of 

performance, reliability, and cost-effectiveness. This 

expansion will result in a manifold increase in the number of 

computing, storage, and communication components in their 

datacenters.  

 

The immediate consequences of extensive datacenters include 

increased administrative complexity in the computing 

infrastructure, elevated levels of energy consumption, and a 

susceptibility to failures. The advantages of adopting green 

cloud computing are evident. With datacenters rapidly 

becoming a significant contributor to global energy 

consumption, potential savings related to energy use, CO2 

emissions, and e-waste are considerable. However, realizing 

these savings necessitates novel algorithmic models designed 

to reduce energy and power consumption and promote 

environmentally friendly cloud computing performance 

environments. 

 

Another challenge for cloud computing, especially at scale, 

arises from its inherent susceptibility to failure. While the 

likelihood of an individual server failure is small, the sheer 

number of computing, storage, and communication 

components that could fail is substantial. At such an extensive 

scale, failure becomes the norm rather than an exception [4]. 

 

As the number of users entrusting their computing tasks to 

Cloud Service Providers (CSPs) increases, Service Level 

Agreements (SLAs) become a critical aspect of a sustainable 

cloud computing business model. In its fundamental form, an 

SLA is a contractual agreement between CSPs and 

consumers, specifying the terms and conditions under which 

the service is to be provided, including anticipated response 

time and reliability. Failure to deliver the service as stipulated 

in the SLA subjects the CSP to pay a penalty, resulting in lost 

revenue. 
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In addition to penalties arising from the failure to meet SLA 

requirements, CSPs grapple with the escalating energy costs 

of their large-scale data centers. Reports indicate that energy 

costs alone could constitute 23%–50% of the overall 

expenses, amounting to $30 billion worldwide [5]. This raises 

the question of how fault tolerance may impact power 

consumption and ultimately affect the environment. 

 

Existing fault tolerance strategies rely on either time or 

hardware redundancy to withstand failures. The first 

approach, utilizing time redundancy, necessitates the re-

execution of the failed task once the failure is detected [6]. 

Although this can be further optimized through the use of 

checkpointing and rollback recovery, such an approach can 

result in a significant delay increase, exposing CSPs to 

penalties for violating SLA terms and incurring high energy 

costs due to the re-execution of failing tasks. 

 

The second approach exploits hardware redundancy and 

executes multiple instances of the same task in parallel to 

overcome failure, ensuring that at least one task completes 

successfully. This approach, extensively used to address 

failure in critical applications, is currently employed in cloud 

computing to provide fault tolerance while concealing the 

delay of re-execution [7]. However, this solution increases the 

energy consumption for a given service, which may outweigh 

the benefit gained from providing the service. The trade-off 

between profit and fault tolerance calls for new strategies to 

address both SLA requirements and energy considerations in 

dealing with failures. 

 

2. Literature Review 
 

In the study by [8], a measured usage model of the PSTR plot 

is presented, demonstrating its compatibility with most 

business continuous operating systems. This modular 

implementation model lends itself well to a comprehensive 

examination of recovery time limits, a metric of significant 

importance in complex systems. Another noteworthy work, 

[9], integrates the PSTR scheme with a network surveillance 

(NS) plot, resulting in a substantial improvement in fault 

coverage and achieved recovery time bounds. The NS plot 

employed is a recently developed scheme effective in a broad 

range of point-to-point networks, known as the supervisor-

based NS (SNS) scheme. 

 

In the investigation conducted by [10], the focus is on 

assessing the dynamic load balancing plate scheduling 

algorithm in conjunction with tied de-clustering as an 

alternative to traditional sizing plans. The research explores 

how this combination can dynamically respond to workload 

variations and disk failures. 

 

In the study by [11], CMP memory systems are developed for 

server consolidation, with a focus on enhancing sharing 

within Virtual Machines (VMs). The memory systems 

presented aim to optimize shared memory accesses within 

VMs, minimize interference among distinct VMs, facilitate 

dynamic VM reassignment to processors and memory, and 

support content-based page sharing among VMs. The initial 

approach involves a tiled architecture, with each of the 64 

tiles comprising a processor, private L1 caches, and an L2 

bank. 

 

Research conducted by [12] highlights the underutilization of 

servers in data-intensive compute clusters, suggesting 

opportunities for improved workload consolidation in the Hot 

Zone. Examination of traces from a Yahoo! Hadoop cluster 

revealed significant heterogeneity in the access patterns of 

data, providing insights for guiding energy-aware data 

placement strategies.Additionally, [2] introduces a simulation 

environment for energy-aware cloud computing data centers. 

This simulator, designed to capture workload distribution 

details, aims to represent the intricacies of energy 

consumption by datacenter components (servers, switches, 

and interfaces) as well as packet-level communication 

patterns in realistic configurations. 

 

In the work by [13], the significance of communication 

patterns in datacenter energy consumption is emphasized, 

introducing a scheduling approach named DENS. The DENS 

method strives to harmonize the energy usage of a datacenter, 

individual job performance, and traffic demands, aligning 

energy efficiency with network awareness. Similarly, [14] 

introduces the Energy-Efficient Adaptive File Replication 

System (EAFR), incorporating three elements. This system 

adapts to time-varying file popularities, striking a balance 

between data availability and efficiency. Increased popularity 

of a file leads to more replications and vice versa. 

 

Additionally, [15] provides an overview of resource 

provisioning and utilization patterns in data centers, 

proposing a macro resource management layer to coordinate 

between digital and physical resources. The review 

encompasses existing work and solutions in the field, 

elucidating their limitations. [16] addresses the integration of 

both versatility and power considerations, a departure from 

much of the debated work, which tends to address these 

aspects independently. Employing a systematic model that 

accounts for both power consumption and failures, the study 

investigates the performance of checkpoint and replication-

based methods on current and future systems. It utilizes 

power measurements from existing systems to validate the 

findings. 

 

Furthermore, [17] challenges the prevalent perception, 

revealing that data networks are used less intensively 

compared to the telephone network. Even the backbone of the 

Internet operates at lower capacities (10% to 15%) than the 

switched voice network (which averages over 30% capacity). 

Private line networks are even less intensively utilized (at 3% 

to 5%). Moreover, this scenario is likely to persist. [18] 

investigates the comparative performance of three high-

availability data replication techniques—tied de-clustering, 

mirrored disks, and interleaved de-clustering—in a shared-

nothing database machine environment. The study delves into 

several aspects, including (1) the relative performance of 

different techniques under normal conditions, (2) the impact 

of a single-node failure on system throughput and response 

time, (3) the influence of varying CPU speed and disk page 
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size on various replication strategies, and (4) the trade-off 

between the benefits of intra-query parallelism and the 

overhead associated with initiating and coordinating 

additional operator processes. 

 

Moreover, [11] explores the interplay between energy 

management, load balancing, and replication strategies in 

data-intensive cluster computing. Notably, the study reveals 

that Chained Declustering—a replication method proposed 

over 20 years ago—can support highly flexible energy 

management plans. [19] introduces Lazy Shadowing, a 

versatile and power-conscious algorithm designed for 

achieving high levels of reliability in large-scale, failure-

prone computing environments through forward progress. 

Lazy Shadowing assigns a "shadow" process to each primary 

process, executing at a reduced rate, and intelligently 

advances each shadow to catch up with its leading process 

during failure recovery. Furthermore, [20] presents two 

pivotal features: (1) a context-aware transmission approach 

that efficiently controls data transmission based on data 

priority, battery level, and network data rate, and (2) an 

architecture supporting the model of mobile interactive 

applications where clients and servers can autonomously 

interact with each other. 

 

3. Problem Definition 
 

In the current methodology, the absence of shadow replication 

poses a significant challenge. If faults occur during the 

execution of tasks by the existing virtual machine (VM), the 

progress made by the VM is lost. When a new VM takes over, 

it initiates work from the beginning, resulting in the loss of 

the entire work progress and a decrease in energy efficiency. 

Energy conservation aims to utilize more resources with 

minimal energy consumption, distinguishing it from efficient 

energy use, which involves using less energy for a constant 

service. The introduction of Shadow Replication addresses 

this need. 

 

Shadow Replication efficiently preserves the work progress of 

the last VM. In the event of a fault, the new VM starts 

performing from the point where the last VM left off. This 

approach enhances energy efficiency and reduces time 

consumption. The new VM does not need to initiate work 

from the beginning, preventing the wastage of energy and 

time invested by the last VM. Fault tolerance capabilities are 

thereby improved, and energy consumption and time 

utilization are optimized. 

However, the existing system faces several challenges: 

 Limited fault tolerance capabilities. 

 Inherent limitations in energy efficiency. 

 Higher time consumption during the execution of cloudlets. 

 The static cores of the existing system contribute to 

increased energy consumption and diminished fault 

tolerance capabilities. 
 

4. Objectives of Study 
 

The current approach to fault tolerance relies on either time 

redundancy or hardware redundancy to address faults. Time 

redundancy involves the re-execution of the failed 

computation after the fault is detected, and although this can 

be optimized using checkpoints, these solutions still introduce 

significant delays. In many mission-critical systems, hardware 

redundancy has traditionally manifested as process replication 

to ensure fault tolerance, avoiding delays and meeting tight 

deadlines. Both approaches have drawbacks; re-execution 

demands additional time, and replication requires additional 

resources, particularly energy. This compels system engineers 

to choose between time and hardware redundancy, with cloud 

computing environments largely opting for replication due to 

the critical importance of response time. In this paper, we 

introduce a novel computational model called shadow 

computing, which offers objective-based adaptive flexibility 

through dynamic execution. 

 The proposed system aims to improve fault tolerance 

capabilities. 

 The study focuses on enhancing energy efficiency as its 

primary objective. 

 The goal is to minimize time consumption or latency in the 

proposed system. 

 A comparative analysis between static and dynamic core 

systems is conducted to determine the superior approach. 

 

ALGORITHM 

Input: Process or tasks (Cloudlets) 

Output: Delay, Execution time, Power consumed, Cost 

1. Initialize Cloud with every datacenter, dividing each 

into VMs, and partitioning VMs into cores. 

2. Assign cost to each virtual machine. 

3. Associate energy dissipation with each VM; energy is 

consumed during job execution. 

4. Order virtual machines based on energy consumption. 

5. Partition VM into dynamic cores based on load. 

6. Execute the task or process on the VM with the 

minimum energy consumption. 

7. Calculate Dissipation_Energy using the formula: 

   Dissipation_Energy = (CPU_Per) / (P_T1 + P_T2 * 

CPU_Per) * (P_T1 + P_T2) 

8. In case of failure, search for another optimal VM for 

allocation. 

9. If Consumed_Energy > threshold_Energy, the core has 

failed, and VM migration is required. 

10. Copy progress to another optimal virtual machine. 

11. Output delay in execution and consumed cost. 

 

5. Results and Performance Analysis 
 

A comparative analysis was conducted to assess the 

performance of static and dynamic cores. The dynamic cores 

demonstrated notably superior results compared to their static 

counterparts. 

Cloudlet Size: 95000 

 
Table 1: Comparison of Parameters for Cloudlet Size 95000 

Parameter Existing Proposed 

Energy Consumed 43.938152 38.412603 

Delay 14196 12755 

Expense 345 267 

Rate of Fault Tolerance 68 51 
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The table illustrates the clear advantages of the proposed 

system, showing reduced energy consumption, lower delay, 

decreased expenses, and improved fault tolerance rate when 

compared to the existing system. These outcomes highlight 

the effectiveness of dynamic cores in enhancing overall 

performance metrics. 

 

The performance evaluation was extended to cloudlet size 

80000, with a comparison between the existing system and 

the proposed solution. The results, tabulated below, 

demonstrate the significant improvements achieved by the 

proposed system. 

Cloudlet Size: 85000 

 
Table 2: Comparison of Parameters for Cloudlet Size 85000 

Parameter Existing Proposed 

Average Energy Consumed 54.405746 14.436229 

Latency 13079 10503 

Cost Encountered 898 159 

Fault Tolerant Rate 49 82 

 

The table emphasizes the superior performance of the 

proposed system across various parameters. Notably, the 

proposed system exhibits significantly reduced energy 

consumption, lower latency, decreased costs, and an enhanced 

fault-tolerant rate, affirming its effectiveness in optimizing 

cloudlet processing at the specified size. 

 

The performance evaluation was extended to cloudlet size 

80000, with a comparison between the existing system and 

the proposed solution. The results, tabulated below, highlight 

the substantial improvements achieved by the proposed 

system. 

Cloudlet Size: 80000 

 
Table 3: Comparison of Parameters for Cloudlet Size 80000 

Parameter Existing Proposed 

Average Energy Consumed 51.703804 14.504681 

Latency 11532 9038 

Cost Encountered 793 276 

Fault Tolerant Rate 49 83 

 

The table illustrates the superior performance of the proposed 

system across various parameters. Significantly reduced 

energy consumption, lower latency, decreased costs, and an 

enhanced fault-tolerant rate affirm the effectiveness of the 

proposed system in optimizing cloudlet processing at the 

specified size. 

 

6. Conclusion and Future Scope 
 

In conclusion, this study highlights that static cores within 

virtual machines (VMs) contribute to increased energy 

consumption and costs, primarily due to core failures that 

result in an augmented load on alternative cores within the 

same VM. The adoption of dynamic cores, determined by 

cloudlet size, effectively addresses this challenge. Dynamic 

cores not only improve energy efficiency by keeping 

additional cores in sleep mode until load allocation is 

necessary but also elevate the fault tolerance rate. 

 

Looking into the future, the research scope involves exploring 

the integration of a fault-tolerant strategy into the cloud 

resource allocation framework. Additionally, the 

incorporation of deep learning methodologies into the 

dynamic core allocation process holds promise for optimizing 

energy efficiency and enhancing fault tolerance mechanisms 

in cloud computing systems. The introduction of deep 

learning techniques can contribute to more adaptive and 

intelligent resource allocation strategies, ensuring improved 

performance and sustainability in dynamic cloud 

environments. 
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