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Abstract—Multi-document text summarization (MDS) is a task to generate a single summary from a set of articles related to 

the same topic or event. Since each input article is related to the same topic or event, the generated summary contains 

redundant sentences or the sentences that contain almost similar information. This paper presents a sentence similarity measure 

for reducing redundancy in multi-document summary. Our proposed similarity measure combines the WordNet based semantic 

sentence similarity measure with the traditional cosine similarity measure. We have conducted our experiments using DUC 

2004 benchmark multi-document summarization dataset to judge whether the proposed similarity measure is useful for 

redundancy removal and improving multi-document text summarization performance or not. Our experiments reveal that our 

proposed similarity measure is effective for reducing redundancy and improving multi-document text summarization 

performance. 
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I. INTRODUCTION 

 

Text summarization is an effective mechanism for managing 

a large volume of textual data available on the Internet. Text 

summarization presents a document or a set of documents in 

condensed form which enables readers to digest the main 

content of the document(s) very quickly. Though text 

summarization is a research problem which have already 

been addressed in various way by the researchers for the last 

many years, the solution with the acceptable accuracy is still 

unknown. Summary is usually produced in two different 

forms-extractive form and abstractive form. The most prior 

research works on text summarization [1] [2] [3] [4] produce 

summaries in extractive form. Though the researchers have 

also tried to devise a number of summarization methods that 

produce summaries in abstractive form, the existing 

abstractive summarization methods are not yet proven to be 

successful for producing grammatically correct abstractive 

summaries of size beyond that of ultra-summaries [5][6][7]. 

Though the recent process in deep learning based 

summarization approaches have shown relatively better 

performance compared to the earlier abstractive 

summarization approaches, the deep learning based approach 

to generic text summarization have been tested mostly on 

generating short or headline like summaries [8][9][10] from 

single documents. The main reason is that such kinds of 

approaches require a large amount of document-summary 

pairs for training. Since creating a large number of multi- 

 

document human provided abstracts is a tedious task, the 

large multi-document summarization corpus is not available 

till date.    In this work, we develop a MDS system that uses 

a hybrid sentence similarity measure for handling 

redundancy. Our proposed similarity measure combines the 

semantic sentence similarity measure that considers WordNet 

based lexical semantic relatedness between terms, and the 

traditional cosine similarity measure.  In this paper we have 

blended our proposed similarity method to remove 

redundancy in the generated summary from the given 

document set. The outcome is significantly improves the 

result. In the next section we will formally discuss thework 

done so far in this area. Our primary goal was to understand 

how we can effectively improve the quality of the summary 

which was generating more than one document. We 

proposed a hybrid similarity to improve the quality of the 

summary. So, in section we discuss the proposed hybrid 

similarity measure. The text summarization method is used 

in this paper are discuss in the section IV. Section V includes 

the experimental set up and result we obtained from our 

proposed approach also this section followed by comparison 

with the other existing system and finally the section VI 

concludes the paper. 

 

II.  RELATED WORK  

 

The earliest extractive summarization methods ranked 

sentences based on the combined score calculated based on a  
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positional information, frequency of terms and/or cue phrases 

[11][12][13] [14][15] etc., remove redundant sentences[16] 

[17]and finally selects top m non-redundant sentences  to 

create a summary. Redundancy is an important factor 

affecting text summarization performance because users like 

to see important but diverse information in the summaries. 

Maximal marginal relevance is a popular technique for 

redundancy removal while generating summaries [18]. 

Another type of approach used to handle redundancy is the 

clustering based approach which partitions sentences into 

multiple clusters based on sentence similarities and identify 

groups of similar sentences as themes and finally selects 

sentences one by one from clusters to produce the final 

summary [19][20][21][22][23][24][25][26]. Performances of  

the MMR based approach and the clustering based 

redundancy removal approach are mainly dependent on the 

sentence similarity measure used for measuring similarity 

between two sentences. 

 

In thegraph-based summarization approaches [27] 

[28][29][30][31],  the sentences in a document or a document 

set are represented as a graph where a sentence corresponds to 

a node of the graph and an edge between  a pair of sentences 

is established if their similarity value crosses a predefined 

threshold value. The graph-based methods compute the 

importance of a sentence by considering global information 

on the graph, rather than depending onlyon redundancy 

removal using information local to sentences. The most 

existing graph based techniques mainly use the traditional 

cosine similarity measure for constructing the similarity graph 

[28][31].  

 

Like centroid based text summarization [17], many existing 

summarization systems applytext similarity measure for either 

redundancy removal or graph construction or both. So, we 

hypothesize that using the more accurate sentence similarity 

measure, summarization performance can be improved.  In 

this paper, we have presented a hybrid sentence similarity 

measure that blends our defined semantic similarity measure 

with the cosine similarity measure for redundancy removal. 

 

III. OUR PROPOSED  HYBRID SIMILARITY 

MEASURE  

 

Sentence similarity measure has an important role in 

MMR(Maximum Marginal Relevance) [18] based 

redundancy removal method because, in this method, 

summary is generated incrementally starting with the top 

most ranked sentence and gradually selecting sentences in 

the summary from the ranked list if the  sentence to be 

selected is sufficiently dissimilar with the already selected 

sentences. Our proposed similarity measure hybridizes two 

sentence similarity measures – (1) our defined semantic 

similarity measure that takes into account WordNet based 

lexical semantic relatedness between terms, and (2) the 

traditional cosine similarity measure. The rationale behind 

combining two types of similarity measures is that the cosine 

similarity measure alone is not sufficient to detect similarity 

between sentences due to the well- known data sparseness 

problem and term mismatch problem whereas our defined 

semantic similarity measure discussed later in this section 

cannot capture relative importance of the terms while finding 

similarity between sentences. So, combining both the 

similarity measures leads to producing more accurate hybrid 

similarity measure helping in reducing redundancy 

effectively from generated summaries. 

 

A. Cosine Similarity 

If  sentences S1 and S2 are represented in the following 

vector form: S1= {w11, w12, w13,….,w1n}, S2= { w21, 

w22, w23,…..,   w2n}, where wi,j means the TFS-IDF value 

for the jth word in the i-th sentence and n is the vector length 

which is equal to the distinct number of words in the pair of 

sentences after deleting stop words, the cosine similarity 

between S1 and S2 is calculated using following formula 

[28][31]: 

                      
      

|  ||  |
                                 (1) 

TFS-IDF value of a term is equal to the product of TFS 

and IDF, where TFS = how many times the term occurs in a 

sentence and IDF is calculated using the formula given in 

[28][31]: 

logi

i

N
IDF

n

 
  

                                                   (2)                                             

Where N = size of corpus in terms of number of documents 

and ni = the number of documents containing the word i at 

least once. IDF value is computed from a large corpus 

different from our test corpus. 

 

B. Semantic Similarity Measure 

We have defined semantic similarity between two sentences 

based on WordNet based lexical semantic relatedness 

between terms. WordNet [32] is a lexical network covering a 

large number of English words. It is networks of synonym 

sets (synsets) for verbs, adjectives, nouns and adverbs where 

each synset represents one lexical concept and words are 

interlinked with a variety of semantic and lexical relations 

[33]. Overall, WordNet can be represented as a graph where 

each vertex represents a synset (v), and each directed edge v-

>w represents that w is semantically or lexically related to v. 

It is basically a directed and acyclic graph having a root 

node, though not necessarily a tree since each synset may 

consist of several synonyms. 

 

To compute semantic similarity between sentences, WordNet 

is consulted to know how much the words in the two 

sentences are semantically related. We have used lexical 

semantic related measures that use WordNet. 

 

The main problem in using WordNet based relatedness 

between terms for computing sentence similarity is that 
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semantic relatedness in WordNet is a concept which is more 

general than similarity [33] and WordNet maintains various 

relationships between terms. For example, “bank” and “trust 

company” are related because they are similar, but “hot” and 

“cold” are related because they are antonyms. So, we need to 

find how to use semantic relatedness between terms for 

finding sentence level semantic similarity useful for 

detecting sentence level redundancy and thus improving text 

summarization performance by reducing redundancy while 

selecting sentences for summary generation. 

 

There are many existing lexical semantic relatedness 

measures such as Lin [34], Wup (Wu and Palmer) [35], path 

length [36] etc. For our present work, we have used Wup as a 

measure for finding lexical semantic relatedness between 

terms. Wup similarity measure [35] which Wu and Palmer 

(1994) call conceptual similarity measure is defined as 

follows: 

           (     )  
   

        
              (3) 

 

Where wup(Cp, Cq) computes similarity between two 

conceptsCp andCq, d indicates the depth of the least common 

subsumer (LCS) from the root of WorldNet hierarchy, Lp is 

the length of path between Cp and LCS, and Lq is the length 

of path between Cq and LCS. LCS is the lowest common 

node between the paths of the two senses Cp andCq from the 

root. LCS (least common subsumer) node in WordNet 

hierarchy connects two concepts Cp and Cq. For example, the 

LCS of “canine” and “chap” is “organism” which is the 

lowest common node between the paths of these two senses 

from the root ofWorldNet hierarchy. According to this 

measure, semantic similarity between two concepts increases 

based on how much their LCS is closer to them and how far 

the LCS is from the root of the tree likeWorldNet hierarchy. 

This is based on the two assumptions. The first assumption 

considers that two concepts are closely to each other if they 

are closely related to the LCS, that is, when Lp and Lq have 

lower values. The second assumption considers whether the 

LCS is more general or not. If two concepts are related to the 

less general (more specific) LCS, they are closely related. 

This is captured by incorporating the parameter d in equation 

3.  ThusWup measure gives how much two words are 

semantically similar. Using word level semantic similarity 

value given by Wup measure, we have defined semantic 

similarity between sentences as follows: 

 

                    
       

|  | |  |
   (4) 

 

Where match =# no of semantic and syntactic term-matches 

between S1 and S2. Two terms are taken as semantically 

matched if WordNet based Wup value for the pair of terms is 

greater than a predefined threshold (0.85 in our setting). 

When two terms are string identical, it is considered as 

syntactic match. Stop words are removed from sentences 

before computing similarity between them. 

 

The reason for having higher threshold on Wup value in our 

current settings (threshold on Wup value is set to 0.85) is that 

words in the WordNet are related by the various relations of 

which the relation that tells us whether a pair of words are 

semantically similar or not is of our interest and our main 

objective is to reduce redundancy while generating a 

summary from a document set. We have observed that 

choosing higher threshold onWup value gives our desired 

relation between words. For example, with threshold value of 

0.85, we have obtained the words, which are similar with the 

word “agencies”, are “police”, “Committee”, “Commission”, 

“Agency” etc. The optimal threshold value of 0.85 has been 

determined through experimentations. 

 

C. Hybrid Similarity Measure 

As we have mentioned earlier in this section, our proposed 

similarity measure hybridizes two sentence similarity 

measures – (1) our defined semantic similarity measurethat 

takes into account WordNet based lexical semantic 

relatedness between terms, and (2) the traditional cosine 

similarity measure.Two similarity measures have been 

combined in the following way. 

 

          (     )  

 
           (     )               (     )

 
       (5) 

Where Cosine-Sim and Semantic_Sim are two different 

similarity measures discussed earlier in this section. 

 

IV. TEXT SUMMARIZATION METHOD 

 

Since our main objective is to judge impact of semantic 

similarity measure on text summarization performance, we 

have chosen a centroid based summarization method 

proposed in [17] for further improvement using our proposed 

similarity measure. In brief, we will present below the basic 

idea of centroid based summarization. 

 

A. Existing Centroid based MDS System 

The centroid based summarization system selects a set of 

important words from the cluster of input documents as the 

centroid. A term is included in the centroid if the TF*IDF 

value for the term is greater than a pre-defined value (this is 3 

in our settings). Here TF is defined as the average occurrences 

of the term in the input document set and IDF is calculated 

using the formula given in subsection 2.A.  After calculating 

the centroid for an input document-set, sentences in the 

documents are ranked based on their cosine similarities with 

the centroid. Since the similarity value is used here only for 

ranking sentences, instead of computing traditional cosine 

similarity, a similarity of a sentence with the centroid is 

computed using the formula [17] given below and it is used as 

the score of a sentence. 
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         ∑                    (6)                   

     

Where S∩C= the set of words common between the sentence 

S and the centroid C. 

Originally, the centroid based summarization has been a part 

of the MDS system called MEAD, which is publicly available 

multi-document summarizer [37] considered as a hard 

baseline for multi-document summarization task.  

 

B. Modified Centroid based MDS System 

To judge the effectiveness of our proposed similarity 

measure, we have considered the centroid based 

summarization method discussed above for further 

improvement by adding to it a redundancy removal 

component that uses our proposed similarity measure. 

 

Though MEAD combines centroid feature with other features 

such as position, overlap with the first sentences while 

ranking sentences, for our implementations, we have 

considered only the centroid feature due to its domain 

independence nature. We have not considered positional and 

first sentence overlap features since they are highly specific to 

the news domain. 

 

In our approach, our proposed hybrid similarity measure is 

used for calculating similarity between a sentence and the 

centroid, and sentences in the input document set are assigned 

scores based on the degree of similarities to the centroid. 

Then the sentence which has the highest similarity value is 

selected first and sentences from the ranked list are selected 

one by one in the summary if they have sufficient 

dissimilarity with the sentencesalready selected in the 

summary. In other words, the candidate sentence is not 

selected in the summary if the similarity of the candidate 

sentence with each of the previously chosen sentences 

exceeds a predefined threshold value (we set its value to 0.45 

for the best results). 

 

V. EXPERIMENTS AND RESULTS 

 

Since the most existing work on multi-document 

summarization focused on generic summarization using the 

DUC 2004 (Task 2) dataset, we have considered it as the 

most appropriate one for evaluating the summarization 

performance. The DUC 2004 dataset is a collection of 50 

input folders for multi-document summarization task where 

each folder contains approximately 10 news documents 

related to a topic. According to specifications of DUC 2004 

(task2), the task was to create a 665-byte summary 

(approximately 100 words) for each input.  The organizers 

(NIST) of DUC 2004 shared task (http://duc.nist.gov) 

released this dataset along with the reference summaries used 

for evaluating systems participated in the shared task. 

 For summary evaluation, our system generated summary 

is compared with a set of reference summaries released by 

NIST. ROUGE (version 1.5.5) package [38] has been used 

for this purpose. ROUGE evaluates summary by comparing 

the system generated summary with the set of human created 

(reference) summaries and calculates ROUGE-N scores 

based on N-gram overlap between the system-generated 

summaries and the human summaries. Accordingly, 

ROUGE-1 score is calculated based on unigram overlap, 

ROUGE-2 score is calculated based on bigram overlap and 

so on. We have considered ROUGE-1 and ROUGE-2 recall 

scores for comparing our systems. We have used recall 

scores for evaluation because we have set the option –b 665 

in the ROUGE evaluation tool which takes the first 665 bytes 

of the system generated summary for evaluation. 

 

a. Results 

To prove how much our proposed similarity measure is 

effective, we have designed our experiments in two ways-(1) 

existing centroid-based summarization system with centroid 

feature and traditional cosine similarity measure for 

redundancy removal, (2) our modified centroid-based 

summarization system with centroid feature and our proposed 

similarity measure for redundancy removal. The results 

obtained by our developed models are shown inTable 1 and 

Table 2.  

 

We have shown ROUGE-1 score in Table 1 and ROUGE-2 

score in Table 2. As we can see from both the tables, 

performance of the centroid based summarization system is 

improved with our proposed sentence similarity measure used 

for redundancy removal. Since our proposed similarity 

measure considers WordNet based semantic relatedness 

between terms, the obtained results prove the usefulness of 

carefully chosen semantic similarity measure while removing 

redundancy from the generated summaries. 

 
TABLE 1. SUMMARY OF ROUGE-1 RECALL SCORES FOR 

OUR DEVELOPED SYSTEMS IN DUC 2004 TASK 2 

SYSTEMS ROUGE-1 recall  score 

Modified Centroid 

based  system 
0.3795 [ 0.3733 - 0.3850] 

Existing Centroid based 

system  

0.3746 [ 0.3688 - 0.3799] 

Lead baseline 0.3210  [0.3147- 0.3278 ] 

 

The difference of the ROUGE scores obtained by two 

different systems is also significant at 95%confidence 

intervals. The min-max range shown in the brackets after 

each score shown in Table 1 and Table 2 indicate that both 

the minimum score and maximum score obtained by our 

proposed system are better than the system it is compared to.  

 
TABLE 2. SUMMARY OF ROUGE-2 RECALL SCORES FOR OUR 

DEVELOPED SYSTEMS IN DUC 2004 TASK 2 

SYSTEMS ROUGE-2recall  

score 
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 Modified Centroid based  

system 
0.0951 [0.0913 - 

0.0992] 

Existing Centroid based 

system 

0.0933 [0.0895 - 

0.0973] 

Lead baseline 0.0638 [0.0592-0.0685 

] 

 

In Table 1 and Table 2, we have also shown the results of 

DUC 2004 baseline defined for generic multi-document 

summarization shared task. Lead baseline was to take the 

first 665 byte of the most recent document in the input as a 

summary. 
 

b. Comparison to Some other Existing Systems 

In this section, we havepresented performance comparison 

ofour developed systems and the systems that participated in 

DUC 2004 shared task -Task 2. We have compared our 

proposed MDS system with few top DUC systems.For 

evaluating the DUC systems,we have used the ROUGE 

package and the peer summaries released on the DUC 

conference website (http://duc.nist.gov).Table 3 shows 

comparisons of our proposed system with the DUC systems. 
 

TABLE 3. COMPARISONS OF ROUGE SCORES FOR FEW TOP DUC 

SYSTEMS AND DUC  BASELINE SYSTEM (LEAD)  WITH OUR PROPOSED 

SYSTEM 

Systems  ROUGE-1 recall  score 

DUC system with  

peer code 65 
0.3822 

Our proposed summarization 

system  

0.3795  

DUC system with  

peer code 104 
0.3744 

DUC system with  

peer code 35 
0.3743 

DUC lead baseline 0.3242 

 

On comparing the ROUGE scores, we find that the proposed 

system performs better than the system which was regarded 

as the second best (peer code 104) in DUC 2004 shared task. 

Though our proposed system performs slightly worse than 

the best system CLASSY with peer code 65 shown at row1 

in Table 3, our proposed system differs from the best system 

in many ways: the system CLASSY has used Hidden 

Markov Model (HMM), which requires a large training data 

set. HMM states are determined based on empirical testing. 

In addition, CLASSY applied sentence trimming using some 

linguistic rules at the preprocessing stage. So, compared to 

the best system CLASSY, our system is simple, easily 

implementable and portable. 

 

VI. CONCLUSIONS AND FUTURE WORK 

 

In this study, we have investigated whether WordNet based 

lexical semantic relatedness between terms is useful in 

defining sentence similarity measure that effectively removes 

redundancy while generating multi-document summaries.  

 

Our experiments reveal that WordNet based semantic 

relatedness between terms should be carefully used in 

defining sentence level sentence similarity because WordNet 

maintains various kinds of semantic relatedness, but a few of 

them are useful in defining sentence similarity measure. In 

this study, we have controlled this factor by setting a higher 

threshold on the value of semantic relatedness measured by 

Wup [35]. Though our defined semantic similarity measure 

being combined with cosine similarity measure helped 

inhandling redundancy and improving summarization 

performance, it was not as accurate as we thought it could be. 

We feel that defining the appropriate sentence similarity 

measure for redundancy removal is not an easy task. 

However, our obtained results are encouraging because our 

study reveals that the traditional cosine similarity alone is not 

sufficient for redundancy removal and our proposed hybrid 

similarity measure can be used for the sake of improving 

summarization performance. 

 

In our present study, we have studied with only Wup 

measure for measuring semantic relatedness between terms. 

We will investigate in future how other WordNet based word 

similarity measures such as Lin [34], Path length [36] can 

affect multi-document summarization performance. The 

contextual word level similarity measure using Word2Vec 

model [39] can also be studied in this context. 

 

We have also planned to apply our proposed hybrid 

similarity measure for other kinds of summarization tasks 

such as query focused summarization and opinion 

summarization. 
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