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Abstract—The aim of the technique is to minimize the data duplication in the web mining patterns during the time of web 

based search in large data mining applications. Although there is a long line of work on identifying duplicates in relational 

data, only a few solutions focus on duplicate detection in more complex hierarchical structures, like XML data.  In this system 

present a novel method for XML duplicate detection, called XML Dup. XML Dup uses a Bayesian network to determine the 

probability of two XML elements being duplicates, considering not only the information within the elements, but also the way 

that information is structured.  In addition, to improve the efficiency of the network evaluation, a novel pruning strategy, 

capable of significant gains over the un optimized version of the algorithm, is presented. Through experiments, we show that 

our algorithm is able to achieve high precision and recall scores in several data sets. XML Dup is also able to outperform 

another state-of-the-art duplicate detection solution, both in terms of efficiency and of effectiveness. 
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I.  INTRODUCTION 

 

Web search is one of the most prominent Information 

Retrieval (IR) applications. Typical question-answering 

scenarios are well supported by ranking highly the 

documents that not only look relevant by their content, but 

also receive external support such as by incoming links and 

anchor text references. In these applications, looking at one 

or a few of the highest ranked result documents might be 

sufficient, and if it is, the search process can be stopped. 

Commercial web search engines are optimized for this 

scenario and much IR research is focused on improving 

performance in the top, say 10, results. However, if the 

objective is to carry out a comprehensive review for a 

particular topic, search cannot be stopped after finding a few 

relevant documents. In particular, reviews aim for very broad 

coverage of a topic, and seek to minimize any bias that might 

arise as a result of missed or excluded relevant literature. But 

the typical tensions in IR continue to apply, and if more 

relevant documents are to be found, more irrelevant 

documents will also need to be inspected. In the biomedical 

domain, systematic reviews of the whole corpus of published 

research literature (the largest collection, MEDLINE, 

currently indexes more than 17 million publications) are used 

to provide medical practitioners with advice to assist their 

case by case decision-making. To seed the reviews, complex 

Boolean queries are used on different citation databases to 

generate a set of documents which are then triaged by 

multiple assessors. In this domain, it becomes crucial to find 

as much of the relevant literature as possible for any given 

level of effort, because each item of overlooked evidence 

adds to the possibility of suboptimal outcomes in terms of 

patients’ health-care. The interest for information retrieval 

has existed long before the Internet. The Boolean retrieval is 

the most simple of these retrieval methods and relies on the 

use of Boolean operators. The terms in a query are linked 

together with AND, OR and NOT. This method is often used 

in search engines on the Internet because it is fast and can 

therefore be used online. This method has also its problems. 

The user has to have some knowledge to the search topic for 

the search to be efficient, e.g., a wrong word in a query could 

rank a relevant document non relevant. The retrieved 

documents are all equally ranked with respect to relevance 

and the number of retrieved documents can only be changed 

by reformulating the query.  The Boolean retrieval has been 

extended and refined to solve these problems. Expanded term 

weighting operations make ranking of documents possible, 

where the terms in the document could be weighted 

according to their frequency in the document. Boolean 

information retrieval has been combined with content-based 

navigation using concept lattices, where shared terms from 

previously attained documents are used to refine and expand 

the query. The Boolean operators have been replaced with 

fuzzy operators. Weighted query expansion using a 

thesaurus. A model based on fuzzy set theory allows the 

interpretation of a user query with a linguistic descriptor for 

each term.  The traditional Boolean retrieval model has been 

studied intensively in IR research. While it has 

straightforward semantics, it also has a number of 

disadvantages, most notably the strictly binary categorization 
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of documents, and the consequent inability to control the 

result set size except by adding or removing query terms. For 

example, it is often the case that too many, or too few, or 

even no documents are returned, and no matter how the 

query terms are juggled, the “Goldilocks” point might be 

impossible to attain. In contrast, the broad adoption of 

ranking principles based on bag-of-word queries, and the 

resultant ability to order the set of documents according to a 

heuristic similarity score, means that for general IR 

applications users can consciously choose how many 

documents they are willing or able to inspect. Now the 

drawback is that bag-of-word keyword queries do not offer 

the same expressive power as Boolean queries do. Although 

extensions to the Boolean retrieval system have been 

suggested that produce a ranked output based on Boolean 

query specifications, they have not been broadly adopted for 

practical use – perhaps because, to date, simple keyword 

queries have typically been able to produce similar results, 

and, for lay users, are easier to generate. Although ranking 

has the advantage of identifying a monotonically increasing 

total number of relevant documents as more documents are 

inspected, typical IR ranking functions face the difficulty that 

their ranking is dependent on properties of the whole 

collection, and can thus be difficult to reproduce, or even 

understand. Reproducibility helps in assessing review 

quality, and is thus often stipulated as a key requirement of 

comprehensive reviews. But if ranked queries are used, 

reproducibility can only be assured if all aspects of the 

computation are reported, including term weights and within-

document term frequencies. With Boolean queries, all that is 

required is publication of the query that was used, together 

with the date or other identifying version numbers of the 

collections it was applied to. Moreover, previous work did 

not show improved retrieval results with ranked keyword 

queries compared to complex Boolean queries. 

 

 

Advantages of Boolean retrieval 

 Complex information need descriptions: Boolean queries 

can be used to express complex concepts; 

 Compensability and Reuse: Boolean filters and concepts 

can be recombined into larger query tree structures; 

 Reproducibility: Scoring of a document only depends on 

the document itself, not statistics of the whole collection, 

and can be reproduced with knowledge of the query; 

 Scrutability: Properties of retrieved documents can be 

understood simply by inspection of the query; 

 Strictness: Strict inclusion and exclusion criteria are 

inherently supported, for instance, based on metadata. 

 

II. RELATED WORK  

 

Extended Boolean Models 

Extended Boolean models can supports document ranking 

facility for the conventional Boolean retrieval system by 

calculating the similarities between documents and Boolean 

queries. An IR system based on extended Boolean models 

can be defined by the quadruple <T, D, Q, F>, Where  

 T is a set of index terms used to represent queries and 

documents. 

 D is a set of documents. Each document d ε D is 

represented by {(t1,w1),……(tn,wn)} where wi designates 

the weights of term ti in document d and wi may take 

any value between zero and one i.e 0<wi<1. 

 Q is a set of queries that can be recognized by the 

system. Each query q ε Q is a legitimate Boolean 

expression composed of index terms and Boolean 

operators AND, OR and NOT. In some extended 

Boolean models, queries can be also formulated with 

term and clause weights.  

 F is a ranking function 

 F : D * Q -> [0,1]  

Which assign to each pair (d,q) a number in the closed 

interval [0,1]. This number is a measure of similarity 

between document d and query q is called the document 

value for document d with respect to query q. The retrieval 

function F is defined as follows: 

1. For each term ti in query q the function F (d,ti)  is defined 

as the weight of term ti in document d, i.e. wi. 

2. Boolean operators, i.e AND, OR and NOT are then 

evaluated by applying the corresponding formulas. The 

evaluation formulas of the operators are an important factor 

to determine the quality of ranked output. F(d,NOTti) is 

evaluated as 1-wi. For Boolean queries containing more than 

one Boolean operator, the evaluation proceeds recursively 

from the innermost clause. 

 

Conventional Retrieval Strategies 

In conventional information retrieval, the stored records are 

normally identified by sets of key words or index terms, and 

requests for information are expressed by using Boolean 

combinations of index terms. The retrieval strategy is 

normally based on an auxiliary inverted-term index that lists 

the corresponding set of document references for each 

allowable index term. The Boolean retrieval system is 

designed to retrieve all stored records exhibiting the precise 

combination of key words included in the query: when two 

query terms are related by an and connective, both terms 

must be present in order to retrieve a particular stored record; 

when an or connective is used, at least one of the query terms 

must be present to retrieve a particular item. In some systems 

where the natural language text of the documents or the 

document excerpts is stored, the user queries may be 

formulated as combinations of text words. In that case, the 

queries may include location restrictions for the query terms-

-for example, a requirement that the query terms occur in the 

same sentence of any retrieved document or within some 

specified number of words of each other. 

Boolean retrieval systems have become popular in 

operational situations because high standards of performance 
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are achievable.  The retrieval technology which is based on 

list intersections and list unions to implement Boolean 

conjunction ("A and B") and Boolean disjunction ("A or B"), 

respectively, is now well understood. The conventional 

Boolean retrieval technology is however also saddled with 

various disadvantages:  

 

1. The size of the output obtained in response to a given 

query is difficult to control; depending on the assignment 

frequency of the query terms and the actual term 

combinations used in a query formulation, a great deal of 

output can be obtained or, alternatively, no output might be 

retrieved at all. 

 

2. The output obtained in response to a query is not ranked in 

any order of presumed importance to the user; thus, each 

retrieved item is assumed to be as important as any other 

retrieved item. 

 

3. No provisions are made for assigning importance factors 

or weights to the terms attached either to the documents. 

 

III. METHODOLOGY 

 

The proposed system is Extended Boolean retrieval (EBR) 

model for retrieving the top k documents.We present a 

scoring method for EBR models thatdecouples document 

scoring from the inverted list evaluation strategy, allowing 

free optimization of the latter. The method incurs partial 

sorting overhead, but, at the same time, reduces the number 

of query nodes that have to be considered in order to score a 

document. We adopt ideas from the max-score and wand 

algorithms and generalize them to be applicable in the 

context of models with hierarchical query specifications and 

monotonic score aggregation functions. Further, we show 

that the p-norm EBR model is an instance of such models 

and that performance gains can be attained that are similar to 

the ones available when evaluating ranked queries. Term-

independent bounds are proposed, which complement the 

bounds obtained from max-score. Taken alone, term-

independent bounds can be employed in the wand algorithm, 

also reducing the number of score evaluations. Further, in 

conjunction with the adaption of max-score, this novel 

heuristic is able to short-circuit the scoring of documents. 

 
FIGURE 1: PERFORMANCE OF THE SIMILARITY 

MEASUREMENTS 

IV. CONCLUSION 

 

A comparative analysis was performed in this study based on 

the most popular similarity measurements and approaches 

that exist in the literature for duplication detection of records 

in databases. The strengths associated with each of the 

approaches with regards to similarity measurement are 

discussed and examined for performance accuracy, the speed 

of execution and computational time required to process 

duplications. The experiment demonstrated that Jaro-Winkler 

similarity measurement outperformed all other popular 

similarity measurement approaches and techniques. 

Furthermore, the evaluation of the transposition step in the 

Jaro-Winkler approach was found to be more convenient and 

practical in achieving further improvement in detecting 

similarity measurements of records contained in the database 

applying this algorithm. The study has motivated our 

intention to implement this algorithm. 
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