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Abstract—Many websites offering Location Based Services (LBS) provide a k NN search interface that returns the top-

k nearest-neighbor objects (e.g., nearest restaurants) for a given query location. This paper addresses the problem of crawling 

all objects efficiently from an LBS website, through the public k NN web search interface it provides. Specifically, we develop 

crawling algorithm for 2D and higher-dimensional spaces, respectively, and demonstrate through theoretical analysis that the 

overhead of our algorithms can be bounded by a function of the number of dimensions and the number of crawled objects, 

regardless of the underlying distributions of the objects. We also extend the algorithms to leverage scenarios where certain 

auxiliary information about the underlying data distribution, e.g., the population density of an area which is often positively 

correlated with the density of LBS objects, is available. Extensive experiments on real-world datasets demonstrate the 

superiority of our algorithms over the state-of-the-art competitors in the literature. 
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I. INTRODUCTION 

 

Database Systems and Knowledgebase Systems share many 

common principles. Data & Knowledge Engineering 

(DKE) stimulates the exchange of ideas and interaction 

between these two related fields of interest. DKE reaches a 

world-wide audience of researchers, designers, managers and 

users. The major aim of the journal is to identify, investigate 

and analyze the underlying principles in the design and 

effective use of thesesystems.DKE achieves this aim by 

publishing original research results, technical advances and 

news items concerning data engineering, knowledge 

engineering, and the interface of these two fields. Data & 

Knowledge Engineering (DKE) is a journal in database 

systems and knowledgebase systems. It is published 

by Elsevier. It was founded in 1985, and is held in over 250 

academic libraries. The editor-in-chief is P.P. Chen (Dept. of 

Computer Science, Louisiana State University, USA) This 

particular journal publishes 12 issues a year. All articles from 

the Data & Knowledge Engineering journal can be viewed 

on indexing services like Scopus and Science Citation Index. 

The DKE delivers in-depth knowledge and competences on 

Data & Knowledge Engineering, one of the most 

promising career areas for ambitious computer scientists. Its 

subject area is "Engineering" for Data and for Knowledge, 

aiming to turn passive data into exploitable knowledge: 

It focuses on the representation, management and 

understanding of data and knowledge assets. It encompasses 

technologies for the design and development of advanced 

databases, knowledge bases and expert systems, methods for 

the extraction of models and patterns from conventional data, 

texts and multimedia, modelling instruments for the 

representation and updating of extracted knowledge. The 

Master DKE can be studied on German or English and is 

thus open to students mastering either of the two languages. 

 

II. METHODOLOGY 

 

We start with addressing the kNN crawling problem in 1-D 

spaces, and propose a 1-D crawling algorithm with upper 

bound of the query cost being O(n/k), where n is the number 

of output objects, and k is the top-k restriction. We then use 

the 1D algorithm as a building block for kNN crawling over 

2-D spaces, and present theoretical analysis which shows that 

the query cost of the algorithm depends only on the number 

of output objects 

n but not the data distribution in the spatial space. We extend 

the kNN crawling problem to the general case of m-D spaces 

- which is the first such solution in the literature. Our 

contributions also include a comprehensive set of 

experiments on both synthetic and real-world data sets. The 

results demonstrate the superiority of our algorithms over the 

existing solutions. 
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FIGURE 1: PROPOSED ARCHITECTURE 

 

ADVANTAGE OF PROPOSED SYSTEM: 

 For 2-D space, we take external knowledge into 

consideration to improve the crawling performance. 

 The experimental results show the effectiveness of 

our proposed algorithms. 

 

III. MODULE DESCRIPTION 

 

Our project modules are given below: 

 One dimensional analysis 

 Two dimensional analysis 

 Multiple dimensional analysis 

 

ONE DIMENSIONAL ANALYSIS 

In this module, we develop our crawling algorithm for 

databases with kNN interfaces in 1-D spaces. Specifically, 

we start with introducing an example of heavily overlapped 

queries issued with poor crawling strategies. Then we 

develop our OPTIMAL-1D-CRAWL algorithm for databases 

in 1-D spaces which can avoid the above mentioned problem. 

Finally, we give the theoretical analysis of the proposed 

algorithm. 

 

TWO DIMENSIONAL ANALYSES 

2-D spatial databases are popularly used in the real world, for 

which users are often allowed to perform kNN queries with a 

digital map. Take Yahoo Local as an example, we can search 

for restaurants by simply clicking a point through a map-like 

interface. Then, k nearest objects (restaurants) will be 

delivered by the spatial database for us to browse. We now 

investigate how to design an effective algorithm for crawling 

all points (objects) from a 2-D database without knowing 

their data distribution. 

 

MULTIPLE DIMENSIONAL ANALYSIS 

Though 2-D spatial databases are the most popular ones in 

the real world, there still exist some applications of kNN 

spatial databases in higher dimensional spaces (three or more 

dimensions). For example, the coastal.com website allows 

users to perform kNN queries for looking for glasses in 4-D 

space, with dimensions including temple arm length, lens 

height, lens width and DBL (distance between lenses). In 

order to give a solution for higher dimensional spaces and 

make our approach more complete. 

 

IV. CONCLUSION  

 

In this paper, we study the problem of crawling the LBS 

through the restricted kNN search interface. Although hidden 

points usually exist in 2-D space, there are some applications 

with points in higher dimensional spaces. We extend the 2-D 

crawling algorithm to the general m-D space, and give the m-

D crawling algorithm with theoretical upper bound analysis. 

For 2-D space, we take external knowledge into consideration 

to improve the crawling performance. The experimental 

results show the effectiveness ofour proposed algorithms. In 

this study, the proposed algorithms crawl data objects by 

given a rectangle (cube) in the spatial space. In the general 

situation when the bounded region of the objects is irregular, 

it can be pre-partitioned into a set of rectangles (cubes) 

before using the techniques proposed in this paper. 
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