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Abstract: One of the key aspects of building a good machine learning model is Feature engineering. Feature engineering is a 

process where we create new features from existing raw features. To create new features, we require domain experts who have 

knowledge of the subject. By using their knowledge they create new features which are helpful for a machine to learn better. 

The time taken by the domain experts to understand the data and then create new features is time-consuming and expensive. 

This problem is addressed with a neural network which will not require domain experts to engineer new features. Current paper 

deals with the case study pertaining to the data of Human Action Recognition. Using the data, the machine predicts the various 

physical actions and appearances of a person like if the person is sitting, standing, walking, walking up stairs, and walking 

downstairs or lying. We compare the accuracy of the model using data which was feature engineered by experts and the model 

which was not feature engineered by the domain experts. 
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I. INTRODUCTION 

 

Data is the world’s most valuable resource, it is very 

important for an industry to grow and be a helping hand to 

the human. Data is used to build intelligent machines which 

can work on complex problems which require human 

understanding. Data can be used in any domain like in health 

care to detect disease like cancer at earlier stages, improve 

business revenue, targeting the right audience in digital 

marketing, etc. The key factor for the machines to work on 

relatively complex problems is the availability of rich 

information. The rich information is not readily available in 

the form of data but needs to be generated from the existing 

raw data. Feature Engineering is the process of generating 

rich information from the raw data. The process of 

generating new features requires a lot of experience about 

the particular subject that the problem is related to [1]. This 

requires a lot of time and is highly expensive. For many real-

world problems, we try finding a solution using Artificial 

Intelligence which needs to be faster and cheaper. But 

generally, we cannot actually generate features manually and 

then train a model because of high time complexity. For this 

reason, we use the Neural Network.  

 

Neural Network uses the raw data and generates features by 

itself which works well for complex problems. This avoids 

the requirement for a domain expert to work on finding 

complex data from raw data. In this paper, we are using 

Human Action Recognition data to do the comparative 

study. The dataset is collected through a smartphone by 

wearing it on to the waist [2], and it is categorized as 

Walking, Walking Upstairs, Walking Downstairs, Sitting, 

Standing and Laying. 

 

A. Feature Engineering 

Feature engineering is one of the essential steps in the 

applications of machine learning. For training a machine 

learning model well, we require pre-processed data. In the 

process of data pre-processing, other than data cleaning we 

also need to feature engineer the data in such a way that a 

model’s performance is high. In feature engineering, we 

require domain expertise of the subject to create new 

features from the existing raw features. The features used in 

training a machine learning model is important as it 

influences the result that would be achieved by the model. 

This process is time-consuming and expensive because the 

domain expert needs to understand the problem and data 

before creating new features. 

 

B. Classical machine Learning 

Classical machine learning is a set of algorithms and 

statistical modeling which takes data as an input and models 

it using statistics and algorithms to give the desired output. 

The most common classical machine learning models are 

Linear Regression, Logistic Regression, Support Vector 

Machine, Decision Tree, Random Forest, etc [3]. Even 

though the time is taken to train this model is less but the 

time taken by domain experts to create new features is very 

about:blank
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high. The domain experts need to try out many methods 

which might or might not work well to build a model [4]. 

The time taken by a domain expert to create new feature is a 

big disadvantage because in the real world, time available to 

solve a problem is very narrow and the classical machine 

learning models even though take less time to train a model 

but the amount of time taken to feature engineer the data is 

very high. 

 

C.  Neural Network model 

A neural network is basically inspired by how neurons in our 

brain work to send signals to each other to do a particular 

work. A set of neurons are interconnected in such a way that 

the output of a neuron will be an input to the other neurons. 

In a neural network, we don’t need domain expertise to do 

feature engineering as the model engineers the new features 

by itself by taking raw data as input and the accuracy 

achieved is similar to the output accuracy achieved using 

classical ML models with feature engineering [5]. 

 

The performance of the models are compared using two 

types of data, one with feature engineering done by domain 

experts and another without any domain expert but using an 

only neural network to build a model, and then compare the 

performance of the models using  Confusion matrix and 

Accuracy as performance matrix. The paper is organized as 

follows: Section II gives a view of related works pertaining 

to the subject of study. Data set creation details are given in 

Section III. Section IV deals with the methodology followed 

whereas Section V describes the various outputs obtained 

after the study. SECTION VI gives the conclusion of the 

study. 

 

II.RELATED WORKS 

 

The field of Artificial Intelligence is gaining popularity as 

the utilization and implementation factors have increased 

exponentially. M. B. Holteet.al [6] have discussed the 

human recognition activity through multi-view video and the 

recent developments in the domain. K. Charalampous and A. 

Gasteratos [7] have given insight about online deep learning 

methods which can be a better aid in action recognition. 

Since not much emphasis is given on model building with 

and without feature engineering the current work is carried 

out. 

 

III. DATASET DESCRIPTION 

 

These experiments were conducted for a group of 30 

volunteers between the ages of 19 to 48 years. Everyone 

wears a smartphone on the waist (Samsung Galaxy S II) for 

six activities (Walking, Walking upstairs, Walking 

downstairs, Standing, Sitting, Laying). Using its embedded 

accelerometer and gyroscope[8], we capture  3-axis 

acceleration and 3-axis angular velocity at a constant rate of 

50 Hz. Data has been manually tagged by video recording 

experiments [9]. The obtained data sets were randomly 

divided into two groups, of which 70% of the volunteers 

were selected to generate training data and 30% of test data. 

The sensor signals (accelerometer and gyroscope) were pre-

processed by applying a noise filter and then sampled in a 

fixed width sliding window (128 readings/window) of 2.56 

seconds and 50% overlap. The sensor acceleration signal has 

a gravity and body motion component that is separated into 

body acceleration and gravity using a Butterworth low pass 

filter. It is assumed that gravity has only a low-frequency 

component, so a filter having a cutoff frequency of 0.3 Hz is 

used. From each window, the feature vector is obtained by 

calculating variables from the time domain and the 

frequency domain. 

 

The raw features that were taken: 

body_acc_x, body_acc_y, body_acc_z, body_gyro_x, 

body_gyro_y, body_gyro_z 

total_acc_x, total_acc_y, total_acc_z 

 

These are the engineered features by the domain expert 

using raw features: 

mean(): Mean value, std(): Standard deviation, mad(): 

Median absolute deviation, max(): Largest value in array, 

min(): Smallest value in array, sma(): Signal magnitude 

area, energy(): Energy measure. Sum of the squares divided 

by the number of values, iqr(): Interquartile range, 

entropy(): Signal entropy, arCoeff(): Autorregresion 

coefficients with Burg order equal to 4, correlation(): 

correlation coefficient between two signals, maxInds(): 

index of the frequency component with largest magnitude, 

meanFreq(): Weighted average of the frequency 

components to obtain a mean frequency, skewness(): 

skewness of the frequency domain signal, kurtosis(): 

kurtosis of the frequency domain signal, bandsEnergy(): 

Energy of a frequency interval within the 64 bins of the FFT 

of each window [10],angle(): Angle between to vectors. 

 

IV. METHODOLOGY 
 

The model's performance was analyzed on both features and 

non-featurized data sets. 

In the first step, we build classical machine learning models 

with both raw and featurized data. The results were noted 

down for each linear, non-linear and tree-based models with 

both the data sets. 

In the second step, we build deep learning model (LSTM) 

with raw data to see how the model performs in a neural 

network without taking feature engineered data. 

 

V.  RESULTS AND DISCUSSION 

 

The various results obtained after model building and testing 

its efficiency is presented as below: 

 

Step 1: The Human Action Data is being collected from UCI 
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which provides open source data. The data is in two formats 

a) Raw data b) Feature engineered data. 

 

 
Figure 1: Histogram depicting the raw data from each user 

 

Step 2: Raw data contains only the data which is not 

featured by a domain expert and thus hard to classify its 

activity. We have used TSNE(dimensionality reduction 

technique) to reduce the dimensionality of the data to see 

whether the data is separable or not and we can clearly 

interpret that the activities are hard to classify by seeing the 

TSNE plots and similarly we also applied TSNE on the 

featured data and saw that we can interpret most of the 

classes clearly which are separable from each other. 

 

 
Figure 2: Image showing that there is no good separation of 

each class in raw data 

 
Figure 3: Image showing that there is good separation of 

each class after feature engineering of raw data  

 

Step 3: We implemented classical machine learning 

algorithms with raw data to see how well the model is being  

trained. In the table, we can see that the accuracy is 

approximately 50% for various classification models  

algorithms. 

 
 

Step 4: To improve the accuracy, we tried using the feature 

engineered data which was done by the domain experts. The 

accuracy has been drastically improved as seen in the table. 

The best accuracy was around 96% for the model with the 

classical machine learning model. 

 
 

Step5: We tried reaching the accuracy of around 
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96%without feature engineering and only by using the raw 

data. As the data is a Time series data, using LSTM 

technique was the best. We experimented using one hidden 

layer and two hidden layered neural network with parameter 

tuning of the hidden layers and dropout rate, and got an 

accuracy of 91% in two hidden layer LSTM model. 

 

 
 

VI. CONCLUSION 
 

From the above experiment, it is seen that with raw data it is 

difficult to train a classical machine learning model when the 

problem is complex and hence domain expert is needed to 

generate new features which would be useful to build a 

better performing model. When we need to solve a complex 

machine learning problem we can use a neural network as a 

model training technique which would give accuracy similar 

to the classical machine learning model with feature 

engineering. Even though training a neural network model is 

time-consuming but it is comparatively less when a domain 

expert takes time to understand the data and generate new 

features which might or might not be useful for training a 

machine. Training a machine using the neural network is a 

better option when we don’t want to interpret the output 

predicted and if the output needs to be interpreted then 

domain knowledge and classical machine learning model is 

a better option.  
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