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Abstract— Function Approximation is a major need in many areas such as Applied Mathematics, Computer Science, 

Engineering problems and so on. This paper proposed a solution for performing function approximation by using novel 

functional Chebyshev Neural Network with Backpropagation Algorithm. The advantage of Chebyshev Neural Network is very 

efficient for computation because of less complexity in modelling of the structure and produces the fast convergence rate and it 

is easy to implement circuit implementation compared to the standard Multilayer feed forward neural network. The proposed 

network consists of single input and a single output. The hidden layer is designed as taking the input of numerically 

transformable Chebyshev polynomial expansion of input. Backpropagation algorithm with Chebyshev Neural Network shows 

good behaviour in Nonlinear Function Approximation compared to multilayer feed forward neural network. The performance 

metric used in this paper to compare the realization capability of two networks for training and testing phase is Mean Square 

Error. 

 

Keywords— Function Approximation, Chebyshev Neural Network, Multilayer Perceptron, Backpropagation Algorithm 

I.  INTRODUCTION  

There is a wide range of Neural Network applications in 

classification, prediction and clustering problems and neural 

network shows it efficiency in those areas. Nowadays there is 

a growing interest in the field of the nonlinear system. Many 

research works have been done to study the approximation 

capacity of the neural network. The superior network of 

Backpropagation Neural Network is Radial basis function 

network which is good in approximation capacity and the 

performance of the network based on finding the central 

position but, there is no proper guideline to determine the 

central position, it was identified only based on experience. 

Hence it is very difficult to predict the performance of the 

RBFN. It was already well proven that the Multi-Layer 

Perception with Backpropagation algorithm is very robust to 

perform a complex task in a nonlinear environment but the 

drawback is the computational complexity of the network 

and the backpropagation algorithm is trapped with local 

minima. When we use the two existing aforementioned 

network for nonlinear function approximation, there is a 

contradiction will occur on between the network complexity 

and approximation accuracy. These problems overcome and 

resolved by the Chebyshev Neural network and the activation 

function of the neuron in the hidden layer is the group of 

Chebyshev orthogonal polynomials. 

The research work of S.P.Yan et all used the CNN 

in chemistry areas and show it is the best approximation 

theory [1]. CNN is widely used in chaos systems [3][8], 

discrete time nonlinear systems [2] and aerospace and 

spacecraft [10] applications. CNN also shows its best 

performance in the field of image processing. The work of 

sudhansu Kumar Mishra et al [4] and Sornam et al [11], 

proposed CNN to denoise the image corrupted by a different 

type of noises and shows CNN is very efficient for noise 

removal. CNN work well in numerical solution problem for 

example emben-fowler type equation [9].  The FLANN 

network has been used for the function expansion of sine and 

cosine function for the problem of nonlinear dynamic system 

reported by Patra and his co-authors which reveals the 

functional expansion based neural network work well in 

approximation based problems [5]. The primary purpose of 

this paper is to highlight the efficiency of the Chebyshev 

Neural Network in the problem of nonlinear function 

approximation. The CNN based network produce the better 

accuracy and fast convergence rate with the backpropagation 

algorithm compared with the MLP.  

The rest of the paper is organized as follows, Section II 

discuss the architecture and advantage of Chebyshev Neural 

Network. The algorithm used for making the network to 

realize the nonlinear function explained in Section III. The 

Section IV illustrated the Experimental result. The section V 

contains the conclusion followed by reference. 

II. CHEBYSHEV NEURAL NETWORK  

The structure of Artificial Neural Network proposed in this 

paper is Chebyshev Neural Network. It is a function link 

network based on Chebyshev polynomials. The architecture 
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of CNN consists of two parts. They are numerical 

transformation part and learning part. Numerical 

transformation part is used for giving the input to the hidden 

layer by expanding the input as a finite number of Chebyshev 

polynomials of first order. The result of the Chebyshev 

polynomial can be viewed as new input vector. The 

Chebyshev polynomial of the first kind  can be defined 

by the contour integral function 

        (1) 

The Architecture of Chebyshev neural network consist of the 

input layer, hidden layer and output layer. The Weights 

between the input layer and hidden layer are set to 1 and the 

weights from hidden to output are randomly generated in the 

range of -1 to 1. The hidden layer has 4 neurons and input to 

the hidden layer are the transfer functions which is a group of 

Chebyshev orthogonal polynomial functions Tn(X) where X 

is the input [6]. 

The Chebyshev polynomials can be generated by using the 

following recursive formula is 

                         Tn+1(X)=2XTn(X)-Tn-1(X)                        (2) 

 

The first few Chebyshev Polynomial of the first kind is 

 

T 0 (X) = 1 

T1(X)=X                              (3) 

T 2 (X) = 2X 
2
– 1 

T3 (X) = 4X
3 
– 3X 

 

 

Figure 1.  Architecture of CNN 

III. APPROXIMATION ALGORITHM FOR CNN 

Backpropagation is a supervised learning algorithm for 

training the Artificial neural network to calculate the gradient 

descent for updating the weights to make the network to 

produce the desired output. It is very robust algorithm and its 

work based on the principle of backward propagation of 

error, hence the error is calculated at the output and passes 

back through the network layers. In recent years, this 

algorithm is widely used in deep learning architecture for 

training phase.  

The Activation function used to fire the neuron is Sigmoid 

Activation function. The sigmoid function is a transform 

function mathematically called as S- shaped curve used to 

find the output of the neuron. It maps the output value 

between 0 and 1. The Proposed network trained by using the 

following procedure.  

 

Set the Chebyshev neural network as follows 

 

Input layer: S = X 

 

Input of hidden layer neuron is Neti = S 

 

Output of hidden layer neuron is Outi = T i (Neti) 

 

Output layer:           

Y = ∑   W i T i (X)                                        (4) 

 

Sigmoid Activation function for the output layer is 

 

F(x) = 1 / 1 + e 
–x

                                       (5) 

 

The Error is calculated using the formula 

 

E = f (Xt) – Y t                                                                 (6) 

 

In this proposed network there is no need to do the weight 

updation between the hidden and input layer. To converge 

the network to produce the desired output, the weight 

updation can be done only between the hidden and output 

layer by using the following formula 

 

deltaWi = (Outputi - Targeti)* Outputi(1-Outputi)   (7) 

 

Adjust the weights, 

 

Weightsi =Weightsi + deltaWi                                  (8) 

 

IV. EXPERIMENTAL RESULTS 

The Experiment was done to realize the nonlinear function  

Y = 0.5 * Tanh(25*V) – Tanh(V) + 0.2 * Tanh(V) + 0.03 * 

V and approximation done using Chebyshev neural network 

with Backpropagation and MLP with Backpropagation. The 

result shows CNN based network produce better accuracy 

and give fast convergence rate compare to standard MLP 

with Backpropagation.  
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A. Chebyshev Neural Network with BP Algorithm 

The Network consists of 1 x 4 x 1 structure as shown in 

Figure 1. The number of samples for training the network is 

50. The learning rate set as 0.5.  Number of epochs taken for 

the network to realize the function is 200 and produce the 

mean square error as E = 1.0 x 10 
-3

. The weight between the 

hidden and output are constantly updated in each and every 

epoch during the learning process to meet the requirements 

of function approximation. The final approximation curve 

produced by the network along with the actual output curve 

is plotted and depicted in the following Figure. 

              

X- Axis – Input; Y-axis - Output 

Figure 2.  CNN Plot for Training Dataset 

 
X- Axis – Input; Y-axis - Output 

 
Figure 4. CNN Plot for Testing Dataset 

 

B. Mutlilayer Network with BP Algorithm  

The Network consists of 1 x 8 x 8 x 1. The number of 

samples for training the network is 50. The learning rate set as 

0.5.  Number of epochs taken for the network to realize the 

function is 1000 and produce the mean square error as E = 1.0 

x 10 
-2

. The weight between the input layer and hidden layer 

as well as the weight between hidden and output are 

constantly updated in each and every epoch during the 

learning process to meet the requirements of function 

approximation. The final approximation curve produced by 

the network along with the actual output curve is plotted and 

depicted in the following Figure 

 
X- Axis – Input; Y-axis - Output 

Figure 3.  MLP Plot for Training Dataset 

 

X- Axis – Input; Y-axis - Output 

Figure 5. MLP Plot for Testing Dataset 

The following table summarize the results of the experiment. 

Table 1.  Results of Function Approximation 

S.No Network 
No. of 

Samples 

No. of 

Epochs 

Mean 

Square 

Error 

1 

CNN 

(Training 

Data) 

50 200 6 x 10 -3 

2 
CNN (Testing 

Data) 
20 1 8 x 10 -3 

3 

MLP 

(Training 

Data) 

50 1000 1 x 10 -2 

4 
MLP (Testing 

Data) 
20 1 5 x 10 -2 

V. CONCLUSION  

In this paper, the nonlinear function approximation has been 

recognized using two different Artificial Neural Networks 

namely Chebyshev based network and Multilayer Perceptron 

feed forward network. The result shows that Chebyshev based 

network produces more accuracy and fast convergence rate 

compare to MLP. The advantage of Chebyshev based 

network is since the network have fixed structure, it can be 

implemented easily and the computation complexity also 

drastically reduced. The result concludes that the proposed 

network is five times faster than standard feed forward neural 
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network. Chebyshev based network are hopeful to be used in 

future in the aspects of data compression, Pattern recognition, 

image processing and engineering applications to get an 

optimum solution. 
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