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Abstract - Securing data in today’s computing environment is an important aspect.  Biometrics is one of the techniques which provide 

reliable security on the data in this insecure world. Currently, iris, face, finger print, palm have been employed in biometric 

authentication to authorize the person. Due to its unique behavior, biometric systems provide a good reliable and prominent 

environment. In recent research on biometric authenticity, it is proved that the vessel patterns of sclera are unique and it is 

applicable throughout the human lifetime. The sclera recognition consists of various stages, among which sclera segmentation and 

the feature extraction are the important stages as they decide the accuracy of the system. Feature extraction is to be done after 

segmentation and enhancement of the vessel patterns. This paper discusses proposal of robust method using canny based 

segmentation and Harris corner feature extraction techniques.  
 

Index Terms - Harris corner edge detection, Biometrics, pattern recognition, sclera pattern matching, Pattern Enhancement, sclera 

segmentation. 

I. INTRODUCTION 

Biometrics is one of a technology that utilizes physical, 

behavioral characteristics and biological characteristics to 

authenticate a person. There are various characters such as 

finger print, retina, voice, facial behaviors, gait and iris 

patterns are used for biometric matching. Each biometric has 

some merits and demerits [4]. For occurrence, face 

recognition is the normal approach that identifies a human as 

the authenticity, but people’s faces could not same as the 

years up and it would affects authentication result [4]–[7]. 

The finger prints are static throughout a human’s life, and its 

authentication accuracy is huge. But, In distance it is not 

possible to use finger prints for authentication [8].  

Beyond these actions, most of the people might discard 

certain methods for a mixture of reasons, like culture, 

personal preference, religion, medical condition, hygiene, etc 

[21]. For example [24], some religion or culture, facial 

image capturing may create little user inconvenience. 

Fingerprints also may source some public health issue and   

hygiene problem [27] because fingerprint is a contact-based 

biometric. To attain better result, capturing iris is to be one in 

NIR (Near Infrared Spectrum) [10]. NIR illuminator makes 

the recognition challenging [11] to perform recognition of 

iris in real environment. Hence, neither biometric can be 

used universally and ideal. In order to aim better accuracy 

multilayered biometrics (like iris and sclera) has been used. 

Multilayered biometrics merges the benefits of multiple 

biometrics [29]. Sclera of the eye can be captured by visible 

wavelength illuminator at distance. Here, we used a 

algorithm for feature extraction which is based on the Harris 

corner detection algorithm. Our experiment result reveals 

that sclera recognition with this segmentation and feature 

extraction techniques is robust than the previous 

methodology.  

This issue is sorted out as takes after. Segment II covers the 

proposed arrangement of sclera acknowledgment. Area III 

arrangements a programmed division approach on shading 

pictures. In Section IV, vessel improvement is secured. 

Segment V, it clarifies highlight extraction technique that 

concentrates designs at various introductions, which made it 

conceivable to accomplish design coordinating. Under 

Section VII, we displayed our experimental test results 

finally we have made our inferences in Section VIII. 

II. PROPOSED SYSTEM 

The proposed Sclera pattern recognition system be illustrated 

in Fig. 1. It comprises of many stages namely Sclera 

Segmentation, Pattern Enhancement, Feature Extraction and 

Template matching. First stage is sclera segmentation; 

composing of four sub stages which are about removal of 

glare, limbus localization, iris localization and eyelid and 

eyelash removal. After segmentation most of the vessels are 

not clearly visible, to make it visible segmented images are 

undergone a process called Feature enhancement, is the 

second stage. Third stage is the extraction of feature from the 

segmented sclera image. Final stage is Template matching, 

where the extracted feature  is compared with the 

patterns already stored in database. With the matching result 

the security is to be extended. 



   International Journal of Computer Sciences and Engineering                                     Vol.6(4), May 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        229 

Fig.1. Proposed System 

III. SCLERA SEGMENTATION 

Among the various stages segmentation being the start of 

sclera pattern recognition system. Numerous analysts have 

chipped away at the iris segmentation limits for recognition 

of iris [12] under NIR. Nonetheless, with these 

methodologies, data of white area in eye is frequently 

disposed of in iris recognition. Here, we introduce a novel 

method to remove the unwanted portions from the eye 

images.  

A. Specular Removal  

Keeping in mind the end goal to get legitimate light, most 

cameras utilize infrared illuminators. It presents specular 

appearance in captured eye pictures, as appeared in Fig 2. 

This noise will definitely demolish the shape of the limbus. 

To deal with this issue, a robust reflection evacuation 

strategy has been proposed.     

    

 

 

 

   (a)         (b) 

Fig. 2. Sample UBIRSIS image with Glare 

Most iris image databases have the specular appearance in 

pupil area of the image. To carry out effective limbus 

segmentation, it’s essential to remove these specular from 

the picture. So as to decrease reflection commotion the first 

picture I(x,y) has been isolated into n x n squares, Where n is 

8. Average of every square is calculated. At that point the 

normal of initial five most astounding midpoints of iris has 

been taken as versatile edge Tref. First picture is binarized 

utilizing Tref  of I(x,y), as appeared in Fig. 2b. 

With a specific end goal to add the reflection point P0(x0,y0), 

four encompass focuses {Pl, Pr, Pt, Pd} are characterized. 

These conceal focuses be the encompassing pixels of 

specular region. Within the R(x,y), calculation emphasizes 

during the picture until the point when it finds a white pixel 

(x,y), at that point it builds up 4 encompass focuses 

characterized at the same time as: 

P
t 
= (x, y-3)                     P

l
= (x-3, y) 

P
r 
= (x+3, y)                    P

d
= (x, y+3) 

Designed for each line, this strategy interjects the zone 

framed via the wrap focuses, where insertion pixel I(P
0
) be 

characterized as takes after: 

 (  )       
 (  )(     )   ( 

 )(     )

 (     )

  
 (  )(     )   ( 

 )(     )

 (     )
 

B. Iris Center Detection  

To expel the iris it is critical to locate the focal point of the 

iris which is situated inside the understudy. The pupil holds 

an essential element; pupil is black than whatever remains of 

the human eye. In light of this heuristic a basic however 

viable strategy to discover the understudy is utilized. So as to 

perform focus identification on the picture watchful edge 

finder is utilized. It produces error but it is negligible and 

there be right around zero reaction to non-boundary while 

bountiful a fitting edge. This calculation utilizes flat and 

perpendicular inclinations with a specific end goal to find 

edges in the picture. In the wake of organization the watchful 

boundary discovery on the picture a loop is obviously there 

the length of the pupil boundary. 

Figure. 3a demonstrates canny edge detection outcome. After 

that Euclidean distance has figured as of any numerical point 

except zero point to the nearby zero esteemed position a 

common range is initiated. This range indicates the principal 

filled loop that is framed within an arrangement of pixels. 

While the pupil be the principal filled hover in the picture the 

common strength of this range will summit within it.  

Figure. 3b demonstrates the Euclidean distance figured 

picture. During the understudy loop the correct center have 

the most important esteem. Accordingly the majority intense 

esteem should relay to the pupil focus. Furthermore the 

incentive at that maximum should be the same to the 

understudy range.  
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Fig.  3. (a) Outcome of canny edge detection (b) Result after calculating 
Euclidian distance. (c) Calculated pupil midpoint is marked. 

C. Limbus edge Localization   

The following stage is part of the sclera segmentation, iris 

boundary identification; it is more complicated than the pupil 

localization. But the best plus base piece of the limbus is 

frequently secured with eyelashes, the limit of the limbus is 

looked for behind the length of the even line beginning to the 

understudy iris limit. Beginning to the pupil focus (c1, c2) 2 

areas to search for hops in black level are characterized as:   

Wr= W1, W2   Wl= W1, W2 

Wr and Wl are quadrangle in light of the 2 facilitates. The 

locale speaks to the understudy iris and sclera slope 

transform [35] conversely iris design acquaints a few clamor 

with confound the angles. In light of the heuristic to there 

will be right now 2 imperative inclinations in the local and 

understudy pixels shall be the darkest, iris pixels shall be 

middle of the road and sclera pixels will be more white, 

along these lines we can search to the next slope and catch it 

as iris evaluated span. The left and right limits of the iris are 

create by choosing the biggest inclination transform to one 

side and right of the pupil. Through an iris sweep inference 

Hough change is achieved indoors the pupillary region 

keeping in mind the end goal to lessen the quantity of pixels 

which are permitted to vote in favor of iris limit.   

 

 

 

 

Fig. 4. Eyelid removal Procedure 

D. Eyelash removal and Eyelid localization   

A substantially more troublesome issue related with iris 

segmentation is to locate between the eyelids of the eye. 

Eyelids positions of the eye is unpredictable to the point so 

as to it is hard to robust them with direct outline 

assumptions. Likewise, eyelid’s upper layer tends to be most 

of the way secured through eyelashes, building the constraint 

further troublesome. Luckily, eyelid issues able to be 

comprehended with histogram and 1D rank filters. Eyelashes 

are taken out with the help of 1D rank filter, in the same time 

the histogram channel watches out for the shape 

inconsistency. The methods drew in with the proposed eyelid 

imprisonment strategy are outlined in Fig. 4.    

Region of Interest of I (IROI) is sifted by a 1D even rank 

channel. Among the perception that the eyelashes are for the 

most part vertical thin and dim lines, IROI is on a level plane 

separated with a 1D rank channel. A rank channel is a non-

linear channel; its response depends with positioning the 

pixels enclosed in the picture zone incorporated by the filter. 

As the rank filter(p) will supplant estimation of a pixel value 

by the p
th

 dim plane in the area of that pixel. Following 1D 

Filter separating, the majority of eyelashes will be debilitated 

out in the outcome picture (Ir) contingent upon eyelash 

width, prompting exact eyelid limit.  

 

 

 

Fig. 5. Case of sectioned sclera pictures. 

(a) Input Image (b) Segmented sclera picture. 
 

 

 

 

 

 

 

 

Fig. 6. Illustration pictures of a Gabor channel with four headings. The best 
four pictures are a significantly channel bank, and the last four pictures are 

an odd channel bank. 

Curved eyelid limit outline computed. Then upper eyelid 

boundary detection is done with Ir the length of the vertical 

heading, bringing about a crude eyelid boundary delineate. 

Just a single edge point is held along every section with the 

goal that the majority loud boundaries are evaded. Shape of 

the eyelid is looks like parabola. Allegorical bend fitting 

acquires the exact state of the eyelid. A comparative method 

is rehashed to find the eyelid which lies lower. Fig. 5 

demonstrates portioned sclera picture. 

IV. SCLERA VESSEL PATTERN ENHANCEMENT 

Sclera vessel enhancement is the next stage after the sclera 

segmentation, the ultimate motive of this is to segregate the 

vein from the segmented image. Two sub phases here in 

enhancement. According to that green chrominance has been 

removed from the sclera segmented color image. As the 

result, complexity of identifying the vessel will be 

eradicated. To achieve the removal of green chrominance, 

Contrast constrained versatile histogram leveling (CLAHE) 

has been used which was applied on the sclera area, it enlight 

the green chrominance of the segmented image [9].  
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The second phase of the sclera enhancement was the 

extraction of the veins from the green chrominance removed 

sclera image. For the same we are using isotropic 

undecimated wavelet change (IUWT) of two dimensional 

filter. It is perfect for the sensitive science image information 

[33]. W is wavelet coefficient with the level j which has to be 

removed where W = {w1, . . . ,wJ , cJ}. The relation between 

the Wj and Cj is defined as,  

    [   ]    [   ]      [   ] 

Where 

    [   ] ( ̅
( ) ̅( )    ) [   ] 

h( j)[k] = ([1, 4, 6, 4, 1]/16) 

h( j)[k] is the non orthogonal Astro channel keep money with 

k = −2, . . . , 2. In every level of j, single wavelet set is gotten 

which has an indistinguishable determination from the sclera 

picture. This element tackles the dimensionality increase 

presented utilizing Gabor channels with various levels and 

introductions and presents effective preparing time. 

Recreation procedure has been acquired through co-

expansion of j wavelet levels as 

c0[k,l]=  [   ]  ∑  [   ]

 

   

 

Better wavelet scale with the thresholding has been used to 

differentiate the good visible vessels of the sclera. The edge 

toward recognize the sclera veins be observationally get on 

with it distinguish the most minimal 30% of the wavelet 

coefficients. There may be going to misidentify non vessel 

co-ordinates as a vein co-ordinate. Be that as it may, a 

clearout procedure has been accomplished essentially with 

ascertaining the territory of misidentify co-ordinates and fix a 

limit to evacuate the undetermined co-ordinates. This is 

appeared in Fig. 6. 

Due to the physiological situation thickness of the sclera has 

been varied [6]. These varied thickness influences the pattern 

recognition procedure. In this manner, these veins 

information should be changed to a solitary co-ordinate 

outline delineate. On behalf of diminishing procedure, the 

morphological diminishing calculation was connected and 

paired morphological activities are connected to expel the 

outside pixel co-ordinates begins the recognized vascular 

patterns outline towards making a 1 pixel co-ordinate  

skeleton passing with the focal point.  

V. SCLERA FEATURE EXTRACTION 

Sclera pattern extraction is stage before the matching where 

it creates the valid patterns to recognize of differentiate the 

person.  We utilized another technique for the sclera design 

highlight extraction in view of Harris corner location [1]. 

Calculation figures corner reaction R is registered which it 

predicts the intrigue focuses (IPs). This IPs incorporates X, 

T, Y, and L vessel pattern corner developments which 

provide a noteworthy two dimensional surface intended for 

design authentication. R (Corner reaction) has been 

registered as 

R = det[
  
     

      
 ] − k tr

2[
  
     

      
 ] 

Where k is a steady set to 0.04, det is the determinant of 

network, tr is the lattice follow, and Iy and Ix are the halfway 

subsidiaries in y and x, individually. 

The R esteem is sure at that point corner limit is 

distinguished, if R is little then a level limit is recognized and 

negative then an edge limit identified is inside the smooth 

round Gaussian filter. Then the Interest point extraction is 

done by the following procedure. 

a. Ascertain the principal subordinates of x and y. 

b. To expel the clamors, apply Gaussian smoothing 

channel. 

c. Take the focuses with a huge corner reaction work 

R when (R > thC) Where thc is 0.01. 

d. Discover the purposes of nearby maxima of R 

In the event that the directions of the level and vertical 

channels are u = (u1, u2), at that point the recurrence space 

are duplicated by log-Gabor level cover toward ascertain 

spatial portrayal of the flat and vertical channels, 

individually, as  

( )   
  
| |
 (| |)   

  ( )   
  
| |
 (| |) 

Where | |  √  
    

 it is the range of recurrence esteems 

from the middle and G(|u|) is the similar level space 

characterized by utilizing the log-Gabor channel for a 

wavelength 1/f0 like  

 (| |)     ( 
(   (| |   ))

 

 (   (    ))
 ) 

where k = 0.2 and 1/f0 = 0.1 is the proportion of the standard 

deviation of the Gaussian depicting the log-Gabor channel's 

move work in the recurrence area to the channel focus 

recurrence. In the event that f (I) speaks to the info picture in 

the recurrence space, at that point the monogenic flag of 

information picture fM(I) can be characterized like 

        fM(I) = f (I) + h(u) * f (I)    

Where * would be convolution administrator. For similar 

flag portrayal in the picture space, 3-tuple changeable {p(I), 

q1(I), q2(I)}  is characterized like 

p(x)  = ( f * Gx)(I) 

q1(x) = ( f * h1)(I) 
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q2(x) = ( f * h2)(I) 

where Gx is the log-Gabor channel. The adequacy data is 

disregarded like the vein picture be a twofold frame though 

the similar stage ϕ(I), which is in run −π/2 ≤ ϕ ≤ π/2 is 

ascertained like 

 ( )       
 ( )

√  ( )
    ( )

 
 

 

At last for every IP area, a filter fix with size of m× m 

(m=19) pixels is put away alongside the investigative flag 

data and the sclera format will comprise of the 

accompanying parts IP.locations, IP.phases   

VI. SCLERA MATCHING 

A.   Sclera Pattern Registration  

The examination of nonlinear blood vein development in the 

sclera did by Zhou et al. [2] had demonstrate that these 

vessels move somewhat as the eye moves. To beat this 

constraint and deliver an invariant-blood development client 

format, we propose another technique for client layout 

enlistment. This strategy is started with the arrangement of 

client sclera layouts to a reference poin. For the three 

preparing layouts St1, St2, and St3, the reference focuses are 

r1(x, y), r2(x, y), and r3(x, y) which speak to the range of the 

iris. At that point, these layouts are adjusted as takes after. 

a. Let r1(x, y) be where St2 and St3 are to be adjusted. 

b. For St2, subtract (r1(x, y), r2(x, y)) to extricate the 

move esteems (hr, vr) in the flat and vertical 

measurements. 

c. Apply a round move where St2 is moved in the two 

bearings as St2(x + hr, y + vr).  

d. Rehash for St3. 

In the event that (hr, vr) are certain, St2 is moved to one side 

and to the base, if (hr, vr) are negative, St2 is moved to one 

side and to the best, if (hr) is sure and (vr) is negative, St2 is 

moved to one side and to the best, and if (hr) is negative and 

(vr) is sure, St2 is moved to one side and to the base.  

Next, we utilized a technique for include coordinating in 

light of a nearby descriptor to produce putative coordinating 

sets pm between these sclera highlight sets, and irregular 

testing accord (RANSAC) [36] to choose the homogeneous 

capabilities balance. RANSAC utilizes the base number of 

highlight focuses to gauge the underlying capabilities and 

continue to amplify the quantity of sets inside the set with 

predictable information focuses and hence diminishing the 

preparing time. The proposed neighborhood descriptor 

incorporates creating a relationship network between two 

sclera formats (St1, St2). The connection lattice holds the 

relationship quality of each list of capabilities in St1 in 

respect to St2. At that point, scan for pm1 sets that correspond 

maximally in the two headings; pm1 can be computed as takes 

after. 

a. Set a range for the relationship window rc = ((w − 

1)/2). 

b. Compute the separations of St1. IP.location(i) with 

all St2.IP.location. 

c. Determine the sets focuses that have a separation < 

dmax. 

d. Standardize the stage data of the chose match 

directs window toward a unit vector frame and 

measure the connection utilizing a speck item. 

e. Find pm1 = arg{max |corr(St1, St2), where dmax is set 

observationally to 50 for best execution. 

Once the pm1 sets for these formats were determined, at that 

point the way toward discovering fin1 for pm1 can be 

characterized as takes after. 

a. Select haphazardly the base number of highlight 

focuses m = arg{min(pm1)}. 

b. Standardize each arrangement of focuses with the 

goal that the birthplace is at centroid and mean 

separation from source is √ . 

c. Figure Sampson mistake separations [36] between 

these sets and decide what number of highlight 

focuses from the formats fit with predefined 

Sampson blunder resilience < ϵ, where ϵ exactly set 

to 0.002. 

d. In the event that the proportion of the quantity of 

fin1 over the aggregate number of pm1 surpasses a 

predefined limit b, re-evaluate the model parameters 

utilizing all the recognized fin1 and end. 

e. Something else, rehash stages 1 - 4 for a most 

extreme of N cycles. 

The choice to quit choosing new component subsets depends 

on the quantity of cycles N required to guarantee that the 

likelihood z = 0.99 that picking irregular examples has no 

less than one set does exclude four focuses. N can be set as  

  
    (   )

    (   )
 

Where b = 1−((No. of blade/No. of pm))s speaks to the 

likelihood that any chose highlight focuses is fin1 include 

focuses and s = 8 is the quantity of focuses expected to fit a 

crucial framework [36]. The edges φ between Stf focuses and 

iris focus have been ascertained for each point which will be 

utilized as a part of the coordinating procedure to relieve 

some anomaly focuses been matched mistakenly. 

B.   Sclera Pattern Matching  

Hence, it be essential to outline the coordinating calculation 

to an extent that it is tolerant of division mistakes. As a rule, 

the edge territories of the sclera may not be divided 

precisely; in this way, the weighting picture is made starting 

the sclera cover through fixing inside co-ordinates during the 
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sclera veil to one, picture elements inside a few separation of 

the limit of the veil to 0.5, and picture elements outside the 

veil to 0. It permits the coordinating an incentive among 2 

portions near is in the vicinity of 0 and 1 and takes into 

account weighting the coordinating outcomes in light of the 

sections that are close to the veil's limits. This decreases the 

impact of division blunders, especially for below 

segmentation of the limit among the white portion of eye and 

eyelids.  

Behind the enrolled layouts, both line section in the analysis 

format be contrasted and the queue portions in the objective 

format for matches 

 (     )  {
 (  ) (  ) (     )           |     |        
                                                                                            

 

Where Si and Sj are two section descriptors, m(Si,Sj) is the 

coordinating score between fragments Si and Sj, d(Si,Sj) is 

the Euclidean separation and coordinating outcome is stored. 

The aggregate coordinating score (M) is the whole of the 

entity coordinating values separated by the greatest 

coordinating value for the insignificant situate among the test 

and objective formats and accordingly, the total of its 

descriptor weights locates the most extreme value that can be 

achieved  

  
∑  (     )(   )        

   (∑  (  ) ∑  (  )             ) 
 

At this point, Matches is the arrangement of all combines 

that are coordinating, matching process is the arrangement of 

descriptors in the test format, and objective is the 

arrangement of descriptors in the objective layout.  

The proposed coordinating plan takes into account a huge 

number of impending changes in the vascular example and 

considers numerous autonomous vessel examples to be 

coordinated. Also, it takes into consideration covering vessel 

examples to be coordinated even as they change freely, 

where coordinating plans that hold and utilize the 

"intersection focuses" of the examples could be risky in this 

kind of circumstance. Thusly, we guarantee that the 

coordinating advance is locally level, introduction, and 

disfigurement invariant.  

VII. EXPERIMENTAL RESULTS 

A.    Evaluation Method 

We have used the Iris Challenge Evaluation coordinating 

convention [12]. The proposed framework can just create 4 

conceivable recognition comes about: accurately 

coordinating (genuine positive), effectively not coordinating 

(genuine negative), erroneously coordinating (false positive), 

and inaccurately not coordinating (false negative) [11]. The 

False Accept Rate, False Reject Rate, and Genuine 

Acceptance Rate are ascertained as 

 

    
              

                            
        

     
              

                            
        

           

B. Experimental Results  

For the evidence of the system we have used the database 

UBIRIS. It is a transparently accessible of eye pictures 

gained with shading, because many of the pictures are 

captured by NIR illuminator. It holds 1877 pictures which 

has two sessions (session1 contains 1214 picture and 

session2 contains 663 pictures), made from 241 clients. 

There is a less noise (glare, glow, and differentiation) in 

session 1 images, having introduced the system inside a dull 

room. Unlike session 1, session 2 has characteristic glow 

factor which produce different pictures as for reflections, 

differentiation, radiance, and center issues.  

TABLE I 
Percentage of EERs and GARs for sessions of UBIRIS 

Session 
No of 

Images 

EER 

(%) 

GAR (%) 

FAR=0

.1% 

FAR=0.01

% 

Session 1 100 4.05 91.91 85.00 

Session 2 100 9.54 87.02 84.76 

TABLE II 
Analysis of EERs of proposed system with other existing systems 

Method No of Images EER 

Zhou et al 800 3.83 

S. Alkassar et al 800 2.31 

Proposed method 100 3.52 

C. Overall Matching Results  

Here the system accuracy has been compared with the 

existing sclera recognition systems. Our system has been 

developed in python. Table I demonstrates the correlation 

comes about utilizing both programmed and manual division 

strategies. In Session 1, the EER is only 4.05%. Also, GAR 

is (91.91% at FAR = 0.1% and 85 % at FAR = 0.01%). 

Session 2 images are not natural like session 1 images, the 

EER is just 9.54%. Be that as it may, the GAR is and 84.74% 

at FAR = 0.01%). Some awful quality pictures couldn't be 

naturally sectioned and were disposed of in the programmed 

division step. 

VIII. CONCLUSION AND DISC USSIONS 

This paper utilized two distinctive methodologies for the 

division and highlight extraction in sclera recognition. The 

examination results clearly says that sclera recognition 

framework with this calculation has enhanced execution. 

Our paper talks about the pictures which are taken straight. 

The major advantage of the sclera is not achieved yet that is 

recognition with off angle sclera image. Segmentation and 
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feature extraction over the off angle image is quite difficult 

and lot of effort has been needed. In addition, the impact of 

format maturing in sclera recognition will be contemplated 

later on.  
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