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Abstract— The Internet of Things (IoT), with its ability to collect data using sensors and store the voluminous data over the 

cloud has become the de facto standard in building up smart homes and smart cities. The routing protocols are used in the 

network layer and they play the pivotal role. They perform the intelligent task of forwarding and routing. If the routing is not 

done properly then there will be a heavy loss and retransmission of the packets, that would cost more power, memory, 

bandwidth and procession capacity. Therefore, the routing protocols used in the regular networks cannot be used efficiently in 

IoT. IPv6 routing protocol for Low power and lossy networks (RPL) has become the favourite routing protocol of Internet of 

Things. There are several metrics used in the RPL to determine the path cost and to help to connect the nodes with each other. 

The performance quality of RPL can be analysed and measured from the factor that how best it works utilizing the resources 

like energy, memory, bandwidth etc. The quality of services parameters like packet delivery ratio, network convergence time, 

remaining energy, latency and control traffic overhead are analysed to measure the performance of RPL. The Cooja simulator 

running over the Contiki Sensor OS is chosen as an ideal platform due to its special feature of supporting the cross-level 

simulation.  The open source network analyser Wireshark used in Contiki OS also helps in the process of performing the 

protocol analysis. 
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I.  INTRODUCTION  

The emergence of Internet of Things (IoT) Technology is 
going to create a great revolution in the field of networking. 
In IoT a large number of devices, objects and computers are 
interconnected using various connecting technologies like 
Zigbee, Bluetooth, Wi-Fi and GSM. These different ways and 
possibilities of connecting are provided in the link layer of the 
IoT with IEEE 802.15.4, which is the standard for link layer 
frames delivery in the low power and lossy networks [1]. In 
the conventional networks, we usually have connectivity 
between homogeneous devices, but in IoT, there is 
connectivity between heterogeneous devices and networks 
[2]. The wireless sensor networks, when enabled with the 
ability to store data on the cloud, it is called Internet of 
Things. In IoT, sensors are used in some way or the other to 
collect data. The devices in IoT are called nodes and they use 
minimum energy and usually run for years on small and 
inexpensive batteries [3]. 

There is a stack of protocols used in the network to control 
the data. Among the layers of network, the network layer is 
the one which controls the flow of data between the nodes [4]. 
The protocols used in the regular networks cannot be used in 
the constrained network of IoT, due to the scarcity of 

memory, energy and processing capabilities available in IoT 
devices. The protocols such as Open Shortest Path First 
Protocol (OSPF) Protocol, Intermediate System to 
Intermediate System (IS-IS) Protocol, Optimized Link State 
Routing (OLSR) Protocol and Ad hoc On demand Distance 
Vector protocol (AODV) did not satisfy the needs of the low 
power and lossy networks, though they were efficient in the 
regular and conventional networks [5]. The routing protocols 
do the job of forwarding the packets and routing. If these jobs 
are not performed intelligently then there will be loss of 
packets and retransmission of the packets, costing more 
memory, bandwidth and procession power. Therefore, the 
protocols of the normal network cannot be used here and we 
adopt RPL to do this job [6].  

RPL has become the de facto routing protocol in IoT, due to 
its advantages over the other routing protocols. RPL has a 
better response time, because the routes are readily available. 
RPL has only the local routing information, therefore it does 
not flood the network, and it is scalable. RPL can be used in a 
non-infrastructure network [07]. 
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A. RPL – Routing Protocol for LLNs 

Low power and Lossy Networks (LLN) consist of 
constrained nodes that have limited energy, memory and 
processing capacity. RPL is designed in such a way that 
multiple RPL instances can run at a time and the packet 
forwarding is separated from routing optimization, in order to 
support LLN. Topology construction is one of the key 
objectives of RPL, because LLN do not usually have 
predefined topologies. RPL fixes one or more roots to 
function as a sink and then forms routes from or towards the 
sinks. The resultant routes form a Directed Acyclic Graph 
(DAG) as a topology, that is further partitioned into few 
Destination Oriented Directed Acyclic Graphs (DODAGs). 
There will be only one DODAG per sink [08]. 

1) RPL Identifier 
There are four values used to identify and maintain the 

topology in RPL.  

1. RPLInstanceID: This ID identifies the set of DODAGs. 
A network may have multiple RPLInstanceIDs, one for each 
objective function. We name the set of DODAGs identified 
by an objective function as RPL Instance [08].  

2. DODAGID: This ID is used to uniquely identify a 
DODAG in the network. 

3. DODAG Version Number: DODAG is reconstructed 
from the root, by increasing this version number.  

4. Rank: This is a number which defines the distance of a 
node from the DODAG root.  

A RPL instance in the network may be i) a single rooted 
DODAG ii) Multiple rooted DODAG iii) A single DODAG 
with virtual root iv) A combination of the above three. Fig. 1 

shows the different types of RPL Instance. The DODAG with 
one type may switch over to other types in the course of time. 
Especially in mobile sensor networks the nodes are constantly 
moving and therefore the topology would also be changing 
frequently, creating more control traffic overhead.  

Fig. 2 depicts the conversion of the DODAG from one 
version to another. Control messages are used in constructing 
and maintaining the topology. The general format of RPL 
control message is shown in Fig. 3. 

2) Control Messages 
There are four types of control messages: 

1) DODAG Information Solicitation (DIS) – It is used to 
look for a DIO from the RPL node. 

2) DODAG Information Object (DIO) – It is the carrier of 
information regarding the RPL instance and its 
configurations. 

3) Destination Advertisement Object (DAO) – It is used to 
propagate the information regarding destination to the upward 
nodes. 

4) Destination Advertisement Object Acknowledgement 
(DAO-ACK) – It is used in unicast communication in 
response to a unicast message. 

3) Objective Function 
The objective function defines, guides and directs the RPL 
nodes in constructing and optimizing the routes within a RPL 
instance. The objective function also defines how each node 
should translate the specified metrics and constraints in 
forming the routes [08]. The routing metrics are the 
quantitative values used to measure the path cast. The metrics 
may be link metric or the node metric. Link metrics are used 
to measure the quality of the links existing between the nodes, 
whereas the node metrics are the quantitative values of the 
node properties. These metrics are usually additive. Some 
metrics may also be qualitative and dynamic or static. The 
values also can be used as metrics, as it is, or as constraints, 
conforming to a threshold value. The metrics used in the RPL 
are 1) Node state and attribute object ii) Node energy object 
iii) Hop count iv) Throughput v) Latency vi) ETX (Expected 
Transmission Count) vii) Link color [09]. RPL supports two 
objective functions based on the metrics hop count and ETX. 
Zero objective function (OF0) uses the metric, hop count and 
Minimum Rank with Hysteresis Objective Function 
(MRHOF) uses the Expected Transmission Count (ETX). 

 
Figure 1.  RPL Instance 

 
Figure 2.  DODAG Version 

 
Figure 3.  RPL Control Message 
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4) Rank Calculation 
Some metrics are used to assign rank and choose the preferred 
parent based on the rank. Each node moves between being a 
node and parent depending on the Rank it holds. Rank is a 16-
bit integer that indicates the rank of the node and affects the 
DIO control message. It is a scalar representation of the 
location of the node in the DAG. Rank is used to avoid loops 
as well as to detect loops. The rank is not a path metric and it 
monotonically increases as the nodes go away from the root. 
As the node is away from the root its rank is increased.  

 

The MinHopRankIncrease determines the maximum number 
of hops. The node checks the rank of the parents with the 
neighbouring node. Whichever has the lowest rank becomes 
the parent of that node. If both are equal then no change is 
made [08]. The rank is used to avoid loops and the routing 
metrics are used to find the shortest path between the nodes. 
When there are multiple roots, the node with the smallest rank 
is chosen as the preferred parent [05].  

The Zero objective function uses the hop count as the routing 
metric to determine the rank of the nodes. Each node is 
assigned a rank based on the calculation made with the hop 
count. 

 

where R(N) = Rank of the node and R(P) = Rank of the 
Parent Node. 

 

where Rf is the Rank Factor, Sp is the step of the rank and 
Sr is the stretch of the rank [10] [05]. 

In the minimum rank with hysteresis objective function 
(MRHOF) the expected transmission count (ETX) is used as 
the routing metric and the same is also used for the path 
metric calculation and determination of the rank. There is 
slightly a different approach from the OF0 is used here in the 
approximation of the rank for the nodes and the preferred 
parent. The node with the lower rank is not immediately 
chosen as the preferred parent, lest it creates a churn in the 
network. Whereas a threshold is set and if the rank is less than 
the set threshold then the switch over of the parent takes 
place. Otherwise the node continues to have its own parent in 
spite of the available parents with the lower rank [11]. 

B. Cooja Simulator 

Cooja is a network simulator designed for simulating the 
sensor networks over the Contiki sensor Operating system. It 
is a Java based simulator but allows sensor nodes to be 
written in C [06]. Cooja is a flexible, cross-level simulator, 
which allows the nodes to be in different levels of not only 
software but also hardware. Cross-level simulation allows the 
simulation to take place at different levels of the system. 
Cooja combines both low-level simulation and high-level 
simulation. Cooja is not only flexible but also extensible to 

different sensor node platform, operating system software, 
radio transceiver and radio transmission models. The other 
prevalent network simulators like NS2, TOSSIM, AVRORA 
and others are capable of running the simulation at only one 
level of the system. For example, NS2 can run only at the 
network level. The TOSSIM can run at operating system level 
and AVRORA at machine code instruction level, whereas 
Cooja can run at all these three levels at a time [12]. Fig. 4 
explains the structure of Cooja simulation and its relationship 
with the sensor motes, internet and cloud server. 

1) Working of ContikiRPL 
The border router is initially set up by the user and it starts 
functioning as the root node. The root usually takes the ID 
number 1 and it sends out the DIO message to the neighbours, 
advertising its parameters. The rank of the border router will 
be the minimum, that is 1. The neighbours then calculate the 
rank for themselves and forward the messages. Any node with 
the lower rank is preferred as the parent by the subsequent 
nodes. The routing metric is used for the calculation of the 
rank, and it is determined by the objective function. This 
process ends once all the available nodes join the DAG. If the 
nodes do not receive the DIO within a specified time, then 
they stand sending the DIS message. The nodes that received 
DIS message would immediately transmit the DIO message. 

 

 
 

Figure 4.  Cooja Simulator and Sensor Structure 

 
 

Figure 5.  RPL Parent Selection 
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When all the nodes have joined the DAG, then they are ready 
for upward traffic and they send DAO to their parents. The 
parent node receives the DAO and updates its routing table 
and enables downward traffic. The parent selection process by 
the new nodes that are not part of the network also takes place 
in the same manner [06]. Fig. 5 illustrates the parent selection 
process for the new nodes in RPL [13]. 

2) Contiki Simulation Setup 
The features and the advantages of Contiki Cooja Simulator 
over the other popular simulators had prompted us to choose 
it. We have performed the simulation with a single sink and a 
random network topology, in order to distribute the nodes of 
the network in the chosen area. We have selected a square 
area with 1000 square meters. The inbuilt and default OF0 
objective function is chosen for the sample simulation. We 
have chosen 100 percentage for both the TX and RX success 
ratio. We are fixed to the default Imin values and the 
redundancy factor (k) value of the RPL. In order to capture 
the traffic, the radio messages are enabled and captured as 
pcap file. Later, the saved pcap file can be used to analyse the 
network using Wireshark network analyser.  

C. Wireshark Network Analyser 

Wireshark is one of the most powerful and open source 
network analyser available. It is used to capture the network 
traffic and to inspect closely what happens in the network. It 
has a user-friendly and configurable GUI with many features. 
It can decode over 400 protocols and supports more than 750 
protocols. New protocols are being added and it is actively 
being developed and maintained. It can run on more than 20 
platforms like Unix, Windows and Mac OS. It works on 

promiscuous and non-promiscuous mode. It has the ability to 
both capture the network as well as to read the captured file. It 
has got rich filter display capacity. With all these features 
Wireshark stands tall among its counterparts like WinDump, 
EtherPeek, Tepdump, Snoop, Snort, Dsniff, Ettercap, 
Packetlyzer, MacSniffer and so on [14]. The pcap file 
contains the captured traffic details and the pcap file is 
captured by the Cooja simulator. Analysis of this pcap file 
provides a plethora of information about the network, link, 
node and the packets. 

II. QOS MEASUREMENT PARAMETERS FOR RPL 

 
The capability of a network to provide higher ranking 
performance and service is considered as quality of service 
(QoS). The performance of any network and the routing 
protocol can be measured through this QoS. In RPL, we take 
some of the outstanding parameters like ETX, latency, 
throughput, power consumption, convergence time and packet 
delivery ratio (PDR) as QoS measures. The main aim and 
objective of QoS is to give a guarantee that the network 
would provide the expected result. These parameters also give 
us the assurance that the network is reliable and would give 
the desired result [15]. 

A. Expected Transmission Count (ETX) 

Expected Transmission Count is the number that specifies 
that number of transmissions of packets, a node expects from 
it to the destination successfully. The ETX is a discrete value 
computed from the following: 

 

where, Df is the measure probability of a packet to be 
received by the neighbour and Dr is the measure probability 
that an acknowledgement packet is successfully received. 
ETX is one of the measures to determine the reliability of the 
link. The lower the ETX the better the reliability of the link 
and thus the quality of the link. ETX also must not exceed a 
specified limit [09]. 

B. Latency 

Latency is a total delay of a packet starting from the moment 
of its release in the UDP layer up to its successful reception at 
the destination [16]. The latency can be calculated as a 
difference between the time when the packet was sent from 
the source and time when it was received at the destination. 
Thus, the total latency can be calculated for all the packets by 
summing separately the total received time and the total sent 
time and then finding the difference. From this we can derive 
the average packet delay or the average latency by dividing 
the total latency by the total number of packets received [17]. 

TABLE I.  CONTIKI COOJA SIMULATION ENVIRONMENT 

 

Parameters Value 
Objective Function OF0 
Number of Motes 30 
Topology Random 
TX Ratio 100% 
RX Ratio 100% 
TX Range 100m 
Simulation Time 15 minutes 
Squared Area 1000 meters 
Wireless Channel UDGM: Distance 

Loss 
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Figure 6.  Cooja Simulator GUI Figure 7.  Sensor Map in Cooja Simulator 

  
Figure 8.  Collect View of Cooja Figure 9.  Power Consumption Histogram in Cooja 

  
Figure 10.  Enabling Capture in Cooja Figure 11.  Viewing Captured File in Wireshark 

  
Figure 12.  Packet Analysis View in Wireshark Figure 13.  Filtering Conversation in Wireshark 
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C. Throughput 

RPL considers throughput as one of the routing metrics. The 
throughput is also calculated like latency, from the start until 
end of the traversal of the packet through the link. Without 
entering into the complex details of the definition, we can 
abstractly define throughput as the product of the number of 
packets, the size of the packets and the integer 8 in order to 
convert the bytes into bits, divided by the total simulation 
time in seconds. This generalized formula is made due to the 
subtlety of throughput and the difficulty in measuring them. 
Throughput is dependent on the traffic workload of the 
network [18]. 

 
 

D. Energy Consumption 

 The key critical issue in low power and lossy networks is 
energy consumption. They are low powered and energy 
conservation and efficient use of energy is vital to it. When 
we say energy not only the energy that is consumed is taken 
into account but also the residual energy that remains in the 
energy source. Mainly there are three sources of energy, 
namely, i) Mains-powered ii) Primary batteries iii) Energy 
scavenger. The energy scavengers may work well in LLNs, 
because there is a periodic stream of power input. The battery 
powered energy sources are less reliable comparing with the 
scavenger, because it is prone to be complete drain of energy. 
The power and energy values are very much dependent on the 
cost of sending and receiving the packets in the network. We 
use a single parameter in the Contiki Cooja to measure the 
energy consumption and the residual energy in battery 
powered energy sources. For the batteries we can calculate 
the average life time, based on its usage of energy 
consumption. 

 

 

 
where Ee is the Remaining Energy, Eb is the energy in 
battery, E0 is the initial energy, T is the total life time and t is 
the total elapsed life time. The remaining energy is easy to be 
calculated that how the energy is being spent. But there may 
be a larger energy source that could store more energy than 
the one with tiny energy source. We cannot compare both, 
using the same scale of measurement. This method is useful 
only in the networks where similar type of energy storage is 
available [09]. 

1) Duty cycling 
The LLNs have scarce energy resources and keeping the 

radio on all the time would drain the energy. Therefore, the 
radio is kept off as much as possible and turned on only when 
needed, in order to conserve energy. This method is called 
duty cycling. It can greatly reduce the energy consumption. 
There are different types of listening. One is idle listening, a 
method of listening to the idle channels long as it remains 
empty and until a packet it transmitted. It is an expensive duty 
cycling method. There are other techniques like sampled 
listening and scheduling. In sampled listening the channel is 
periodically checked for transmission, in scheduling only at a 
specified time [06]. 

Powertrace plugin is used in Contiki to trace the energy 
consumption. It measures the CPU energy, Low Power Mode 
(LPM) energy, Radio Transmit energy and Radio Listen 
energy. The CPU energy is the total energy used by the CPU 
and low power energy is the energy used by a node when it is 
in power saving mode. Both radio transmit and radio listen 
energies are the energies used by nodes to send and receive 
packets. The total energy used is the sum of all these four 
types. These parameters are internally measured by Contiki at 
run time and displayed concurrently [19]. 

E. Network Convergence Time 

Topology formation is the important routing function of the 
RPL before it starts the transmission of data. The network 
needs to be set first before its starts transmitting data, 
therefore the network set up time is crucial in a network. 
DODAG structure is formed by the RPL, by sending control 
messages from the root. Until the end of topology formation 
or construction of DODAG a lot of control messages will be 
sent across the network. Convergence time is the total 
duration between the first control message and the last control 
message. Shorter convergence time renders more stability to 
the network [20]. 

 

F. Packet delivery Ratio (PDR) 

Packet delivery ratio of a network is the ratio between the 
total number of packets received by a node and the total 
number of packets sent to that node. The PDR value can be 
obtained by dividing the total number of packets received and 
the total number of packets sent. This value predicts the 
network reliability. The more the value of PDR, the higher the 
reliability of the network. At the same time another reliability 
metric ETX is inversely related to the PDR. If the value of the 
PDR is high then the value of ETX would automatically be 
very low [14]. We cannot have an absolute convergence time, 
if the nodes are mobile, but only an initial convergence time. 
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G. Control Traffic Overhead 

The control messages like DIO, DIS, DAO are being 
generated in RPL in order to setup the network and to 
maintain it. These control messages are absolutely necessary 
for the creation of DODAG. Control traffic overhead is the 
total sum of all types of control messages in the network. The 
efficiency of the routing protocol depends on controlling the 
number of these messages keeping in mind the scare energy 
resources in IoT. At the same time the reduction of the control 
messages is challenging if the network is on constant flux. 
RPL makes use of the trickle algorithm to reduce the control 
traffic overhead [14]. 

 
 

III.   METHODS OF MEASURING THE QOS PARAMETERS 

Cooja simulator has a user-friendly and easy to configure GUI 
as shown in Fig. 6. There is a control panel to control the 
traffic. The environment can be set and the motes, types of 
motes, the radio environment, the transmission range, mote 
ID and many other details can be viewed online in the 
simulator. The sensor network will appear as seen in Fig. 7. 
The collect view is shown in Fig. 8, which gives around 21 
node metrics quantities. The four types of node energy 
consumption are graphically displayed in Fig. 9. The pcap file 
could be enabled as we see in Fig. 10. The Wireshark network 
analyser is used to read the captured pcap files. Fig. 11 shows 
the view of pcap file opened in Wireshark. The analysis of the 
packet is shown in Fig. 12 and Fig. 13 shows the conversation 
filtering in Wireshark. 

A. Measurement of ETX 

The collect view of the Cooja simulation provides the online 
and updated data of the ETX values. After the start of the 
simulation, the collect view can be opened. The node 
information of the collect view would provide the online ETX 
value. After the simulation at the end of the stipulated time, 
the ETX value should be collected. We can take the values, 
individually for each node or take the average of ETX value 
of the whole network. Fig. 14 shows the collect view output 
of the ETX in Cooja simulator. The ETX value will vary 
according to the duration of RPL simulation. The lower the 
value of ETX the better the reliability of the protocol. 

B. Measurement of Latency 

The time delay of the packet transmissions can be calculated 
from the pcap file analysed in Wireshark. Each transmission 
has the time as well as the mote ID and the difference 
between the sending time at any node and the time of 
reception of the packet at the sink can be calculated for each 
node. The sum of the total would give the total latency and 
the average of the time will give average latency. Like ETX, 
the end to end delay has to be minimum for any network to 
give a better performance. 

C. Measurement of Throughput 

The throughput can be calculated by analysing pcap file. The 
total number of packets transmitted and the total time of 
simulation. Otherwise it is also easier to find out from the 
summary statistics in the Wireshark application, which is 
given in Fig. 15. The throughput value should be more for a 
network, in order to be considered better.  

D. Measurement of Energy Consumption 

The collect view of Cooja simulator provides the tabulated 
details of the energy consumption of each individual node in 
all the four levels, namely CPU energy, LPM energy, Radio 
on time Energy, Listen time energy. The figure. X shows the 
display of the tabulated energy consumption. It also possible 

 
 

Figure 14. ETX Value Displayed in Collect View 
 

 
 

Figure 15. Summary Statistics in Wireshark 
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to find the four levels of energy consumption individually and 
collectively using this GUI display. The energy consumption 
output is shown in Fig. 9. The lower the energy consumption 
of a node and the network, the better it suits for the LLNs. 

E. Measurement of Convergence Time 

The pcap file captured in Cooja is evaluated by Wireshark 
network analyser. We use the filter to select only the DIO 
messages and find the first and last DIO control message. We 
can also get the convergence time by analysing the mote 
output of Cooja simulator as shown in Fig. 16. The mote 
output provides details of the time at which the message is 
sent, the mote ID number and the details of the transmission. 
It is very easy to locate the last DIO that joined the DAG in 
that mote output file. The convergence time needs to be the 
minimum for a network to provide better stability. Usually it 
takes from 5 seconds to 15 seconds for a network to get 
converged. Depending on the mobility of the nodes it may 
vary. 

F. Measurement of PDR 

The packet delivery ratio can be calculated using the pcap 

file in the Wireshark network analyser. The total sent packets 
and the received packets can be filtered using the filtering 
mechanism in the Wireshark. Packet delivery ratio is one of 
the main factors in measuring the reliability of a network. A 
network with a good transmission range will provide more 
than 90 % of PDR. The network size affects the PDR value.  

G. Measurement of Control Traffic Overhead 

We take into consideration once again the pcap file for the 
analysis of the control traffic overhead. We filter out only the 
DIO, DIS and DAO control messages. The sum of all these 
provides the total control traffic overhead of the network. The 
control overhead should be reduced as much as possible, 
because more traffic would drain the batteries and affect 
greatly the low powered devices in LLN. 

IV. CONCLUSION 

The quality of any network consists in the way it delivers the 
expected result. The quality of services guarantees the 
network quality and performance. We have taken into 
consideration some quality measures to ensure the quality of 
RPL. The results derived from using these measurements can 
be of great help to predict the robustness, reliability, stability, 
resilience and other vital qualities of the network. 
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